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FOREWORD

(This foreword is not part of the standard)

This standard specifies the satellite air interfstedard to be used to support the delivery of IP
satellite services between remote terminals anddtedlite access networks’ hub of satellite
access networks using commercial geosynchronoelitest Throughout the remainder of this
document, the term IPoS is used to refer to thelgatair interface and the satellite access
networks compliant with this standard.

This standard is oriented primarily toward requiesrts necessary for the design of remote
terminals. The hub is described only to the extexessary to understand the remote terminal
specifications. Additional requirements not codeirethis document are needed for the hub
design.

This document was prepared by Working Group TR ,3#.the Satellite Equipment and Systems
Formulating Group of the Telecommunications Industssociation (TIA).
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OVERVIEW

Scope

1.2

This document contains the procedures used by estaoninals and the hub for
delivery of traditional Internet Protocol (IP) s&ms in a star and also in a mesh
satellite access network.

Remote terminals built to the parameters and praesdspecified in this
document can be used to create satellite accessnkstusing commercial Ku-
band geostationary, nonprocessing transponderdedgtprints within the United
States of America or any other part of the world.

Objectives

1.3

The purpose of this document is to assemble trenpeters and procedures
permitting remote terminals from a variety of maaaéirers to be compatible

and to obtain services from satellite access ndssvoonforming to this standard.
To ensure this compatibility, this standard defitiessessential parameters,
formats, and procedures to a level that createsahe response from the remote
terminals without constraining the particular impkntation.

Enhanced capabilities such as performance enhappixies (PEPS) are not
defined in this version of the standard.

Document Organization

This document is organized into four sections avmldnnexes:

Section 1, Overview: This is an introductory sectihat contains the
document’s organization, references, and defirstiointerms.

Section 2, System Architecture: This section dbssrthe major elements
and interfaces in the IP over Satellite (IPoS)eysand the organization of
the satellite air interface between remote termsiaald the hub.

Section 3, Physical Layer: This section descrthesRF parameters,
modulation, framing, and synchronization.

Section 4, MAC/SLC Layer: This section includes girocedures and
formats used to encapsulate user and control irdtdom across the satellite
air interface.

Annex A, State Machine: This annex shows the statehines for several of
the processes executed by the remote terminals.

Annex B, IPoS Security: This annex describes tkatmn and distribution
of various encryption keys used to provide the antication of users and the
confidentiality of the information exchanged acrtss satellite interface in
the IPoS system.
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1.4

References

The following documents contain provisions thatptigh references in this text,
constitute provisions of the present document.

» References are either specific (identified by adeublication and/or
edition number or version number) or nonspecific.

» For a specific reference, subsequent revisionsotiapply.
» For a nonspecific reference, the latest versiotiegp
References for sections 2, 3, 4, and Annex B are:

[1] ISO/IEC 13818-1, “Information Technology - GeieCoding of Moving
Pictures and Associated Audio Information Systelfast 1: Systems.”

[2] ETSITR 101984 V1.1.1, “Satellite Earth Statsoand Systems;
Broadband Satellite Multimedia: Services and Awtture.”

[3] IETF RFC 791, “Internet Protocol,” Sept. 1981.

[4] IETF RFC 1883, “Internet Protocol, Version @Yb),” Dec. 1995.

[5] Void
[6] Void
[7]  Void
[8] Void
[9] Void
[10] Void

[11] ETSIEN 300 468, “DVB, Specification for Systdnformation (SI) in
DVB Systems.”

[12] ETSIEN 301 192, v1.2.1 (1999-06), “DVB, DVBé&ification for Data
Broadcasting.”

[13] ISO/IEC 13818-6, “Information Technology - Geit Coding of Moving
Pictures and Associated Audio Information - PafEdensions for DSM-
CC.

[14] IEEE Standard 802.3, “Carrier Sense Multiplecass with Collision
Detection and Supplement (CSMA/CD).”

[15] IETF RFC 1112, “Host Extensions for IP Multstd

[16] ETSITR 101 202, “DVB, Implementation Guidedm for Data
Broadcasting.”
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[17]

[18]

[19]

[20]

[21]
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ETSI ETS 300 802, “DVB, Network Independenbtfécols for DVB
Interactive Services.”

IETF RFC 3135, “Performance Enhancing Prokended to Mitigate
Link-Related Degradations,” June 2001.

ETSI EN 302 307: "Digital Video Broadcasting\(B); Second generation
framing structure, channel coding and modulaticstesys for
Broadcasting, Interactive Services, News Gatheximtjother broadband
satellite applications".

CCITT (now known as ITU). V.35

ETSI TS 102 606, "Digital Video Broadcasting\B); Generic Stream
Encapsulation Protocol".

1.5 Abbreviations, Definitions and Symbols
151 Abbreviations
For the purposes of the present document, thewitpabbreviations apply:
ACM adaptive coding and modulat
Adj Adjacen
AGC Automatic Gain Control
Agg Aggregat
AIBO aggregate input backc
AIS Adaptive Inroute Selection
Ant Antenn;
AOBO aggregate output back
APSK Amplitude and Phase Shift Key
ARQ Automatic Repeat Requi
Atmos Atmospheri
Attn Attenuatiol
AWGN Additive White Gaussian Noise
BAP Bandwidth Allocation Pack
BAR Bandwidth Allocation Reque
BCH Bose-Chaudhur-Hocquenghem coi
BCR
BER bit error rat:
BO Backoff
Bps bits per secor
BurstNi burst numbe
BW Bandwidtt
CBR constant bit ra
CBC cipher block chainin
CCITT Consultative Committee for International Telegraping Telephor
CCM constant coding and modulat
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CE
CE-OQPSK
C/N
CLPC
COl

CON

Cos
C-Plang
CRC

Crr
CSMA/CD
CW

D/A
DDC
DES
DiffServ
DLC
DLL
DNS
DSM-CC
DstIF
DVB®!?
DVB-S
DVB-SZ

EBU
EEK
EEMK
EGK
EIRF
EK
Elv
EMK
ESS
E/<
ETSI
ETSI DTS/SE!

ETSI EN
ETSIETS

ETSITR

FCC
FEC
FIFC
FIR
FLL

constant enveloj

constant enveloj-offset quadrature phe-shift keying
carrier to nois

Closed Loop Power Control

Community Of Intere:

Confirm

Class of Servic

contro-plane

cyclic redundancy che

Carriel

carrier sense multiple access with collision déta
continuous wav

digital to analos

Data Encryption Stande

differentiated servict

data link contrc

data link laye

domain name serv

digital storage media command and col

destination IP addre

Digital VideoBroadcastin

digital video broadcasting via satel

digital video broadcasting via satellite, secondegatior

European Broadcasting Uni
encrypted element k
encrypted effective master k
encrypted group ke

effective isotropic radiated pow
element ke

Elevatior

effective master ke

Enhanced Signaling Security
earth statio

European Telecommunication Standards Inst

European Telecommunication Standelnstitute Data Transpo

Service/Satellite Earth Stations

European Telecommunication Standards Institute figan Standa
European Telecommunication Standards Institute figan

Telecommunication Standard

EuropearTelecommunication Standards Institute Technicaldr

Federal Communications Commiss
forward error correctic

firstin, first ou

Finite Impulse Respon

frequency lock loo

lpvBisa registered trademark of the DVB Project.



FS¢
FTF

GEC
GK
GIT

HDTV
HPA
HTTF

I

IAP
B

IC
ICAP
ICAU
ICAU-R
ICMP
ID
IDU
IEC
IEEE
IETF

IF
IGDFP
IGMP
Im
IND
IntSen
IP
IPoS
IPse(
IPv4
IPv6
IR
IRD
IRU
IS
ISO
ITU

LAN
LDPC
LFSR
LLC
LNA
LSB
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fixed satellite service
File Transpol Protoco

Geostationary Earth Orl
group ke
gair-to-noise temperature of the recel

High Definition Television
high power amplifie
Hypertext Transport Protoc

Interferenc

inroute allocation pack

interleaver I

interleaver (

inroute command/acknowledgment pa
interactive conditional access upc
interactive conditional access update resg
Internet Control Message Prota
identification, identities, or iderfier

indoor uni

International Electrotechnical Commiss
Institute of Electrical and Electronics Engine
Internet Engineering Task Fo

intermediate frequen

inroute group definition pack
Internet GroufManagement Protoc
Intermodulatio

Indicatior

integrated servici

Internet Protoct

Internet Protocol over Satell
Internet Protocol Securi

Internet Protocol versior

Internet Protocol versior
Interleaver |

integrated receiver decot

indoor receive un

Interleaver .

International Organization for Standardiza
indoor transmit un

local area netwol

Low Density Parity Check
Linear Feedback ShiRegiste
logical link contro

low noise amplifie

least significant b
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MAC

Max
MeGW
MF-TDMA
Min

Mis

MK
MODCOD
MPEGC
MRC

M-Plane
MSB

NACK
NAT
NMC
No.

OoDU
OQPSk
oSl

PA
PACAU
PAT

PC
PDU
PERB
PEF
PHY
PID
PIM-SM
PMF
PMT
PRB¢
PSD
PS
PSK
PSTN
PtF
PWM
Pwr

QEF
Qo<
QPSk

RAM
REC
RES

media access cont

Maximun

Mesh Gateway

multi-frequency time division multiple acct
Minimum

Miscellaneou

master ke

Modulation and Coding

Motion Pictures Expert Grol

Mesh Resource Controller

management pla
most significant b

negative acknowledgme
Network Address Translati
Network Management Cen
Numbe

outdoor uni
offset quadrature phe-shift keying
open systems interfa

power amplifie

periodic adapter conditional access up
Program Association Tat

personal comput

protocol data un

periodic elemel broadcas

performance enhancing prc

physical laye

program identifie
Protoco-Independent Multica-Sparse Moc
point to multipoin

Program Map Tab

pseudorandom binary seque

Power Flux Density

packet system informati

Phase Shift Key

Public Switched Telephone Network
point-to-point

pulse-width modulatiol

Powel

quas-error fret
Quiality of Servic
guadrature pha-shift keying

random access mem
Reques
Respons



RF

RMS
RE
RX

SAF
SDNAL
SDU
SDTV
SegN
SerlF
SerNi
SF
SFC
SFNF
SFNFy

SI
SI-SAF
SLC
SNAF
SNR
SOHC
SQF
SrclF
ST
Sync

TCF
TCPI/IF
TDM
TDMA
Temy
TIA
TK

X

UDP
U-Plane
USB
uw

VCM
VOIP
VSAT
VSWR

Xmissior
XOR
Xpol
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radio frequenc

root-mear-squar
Ree«-Solomon cod
Receive

service access po

satellite dependent network adaptation |
service data ur

Standard Definition Television
Sequence numk

Service Internet Protoc

serial numbe

Superfram

satellite flux densit

superframe numbering pac
superframe numbering packet that marks frame Nef$tgme
number = N/8)

service informatio

satellite independe-service access po
satellite link contrc

Subnet Access Protor
Signal-to-Noise Ratio

small office, home offic

signal quality factc

source IP addre

satellite termine

Synchronizatiol

Transmission Control Protoc
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Xponde
8PSk

16APSK
32APSK

1.5.2

Transponde
8-ary Phase Shift Ke

16-ary Amplitude and Phase Shift k
32-ary Amplitude and Phase Shift k

Definitions

For the purposes of the present document, thewwitpterms and definitions
apply:

Access network A satellite, cable, wireline, or wireless netwdhat provides
data transport facilities (satellite, cable, wineli or wireless) and resources (IP
addresses, DNS service) needed to provide |IP-lssgites to remote users.

Adaptive Inroute Selectiodaptive Inroute Selection is a method by which a
remote terminal can optimally select the symba r&EC coding rate and
transmission power for its inroute transmission.

Aloha: An access method to inroute channels where eteominals transmit
with no bandwidth assignments from the hub. Cotifig transmissions are
rescheduled by the remote terminals at a later tisiveg a random backoff
mechanism.

Always on Type of service that maintains the subscribesisa active over the
IPoS satellite access network after the subscistrgistered in the satellite
access network.

Automatic Repeat Request (ARQError detection and correction mechanism
that provides error correction by retransmission.

Best effort Type of service that delivers packets from sedecdestination
without QoS guarantees.

Closed Loop TimingClosed Loop Timing is a process by which a rezeat the
hub determines timing error and feedbacks timimgemtions to remote
terminals.

Cyclic Redundancy Check (CRCA class of linear error detection codes that
generate check bits by finding the remainder ablgrpmial division.

Differentiated Services (DiffServ)An approach to provide QoS guarantees in
the Internet where packets are classified into allsmmber of service classes by
encoding the field in the IP header designatedebsfiitial Services Code Point.

Digital Video Broadcasting (DVB)DVB is an ITU-specified transmission
scheme that supports the transfer of MPEG-2 corepdegideo, audio, program
guides, and packet data that is adopted in thewgtdirection of IPoS.

Digital Video Broadcasting — Second Generation (BSB: DVB-S2 is a
second-generation specification for satellite boasting — developed by the
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DVB project. It makes use of the latest modulatod coding technigues to
deliver performance that approaches the theordimélfor such systems.

Domain Name Servers (DNSPNS is a distributed database that maps Internet
names to IP addresses.

Doppler Shift The Doppler Shift, names after Austian physi€iktistian
Doppler who proposed it in 1842 in Prague, is tienge in frequency of a wave
for an observer moving relative to the source efwlave.

Enhanced Signaling Securitfhe IPoS Enhanced Signaling Security (ESS)
feature provides protection of management and ebplane signaling traffic.

Ethernet Ethernet is a Local Area Network (LAN) technofdbat uses 48-bit
addresses to identify the host computers connéotiit LAN. Information over
Ethernet is encapsulated into units called franTd®e Ethernet frame has a
14-byte header that includes two 48-bit addressma¢e and destination) and
the length/type of the payload.

Forward Error Correction (FECMethod to enhance the robustness of
transmissions by using additional bits to prothetihformation units.

Inroute group A set of inroute carriers that use the same iphytayer (PHY)
parameters, such as transmission rate and codiegnss for the group of
logical control and traffic channels supported iy inroute group.

Integrated Services (IntServAn approach to provide sensitive applicationgwi
QoS guarantees based on reserving specific resoaresery router traversed by
the data flows of the application requesting pegi@al treatment.

LDPC CodesLow Parity Density Codes

Logical channel A communication path between the hub and thetem
terminals described in terms of direction, connétgti and the intended use of
the information transferred.

Mesh Peer to peer one satellite hop communication

Multicast A service that delivers packets from a sender dgooup of receivers.
IPoS provides multicast by the hub transmittingyane copy of each packet for
each multicast group over the outroute direction.

Multiprotocol EncapsulatianDVB-compliant specification that supports the
transmission of IP datagrams over broadcast neswvork

Network Address Translation (NATNAT is an Internet procedure that
translates between two different sets of addresgaisally a set of globally
registered IP addresses for external traffic ardcdnd set of private addresses
used for internal traffic in an access network a/Ad.

Performance Enhancing Proxy (PERn approach for improving the
performance of TCP/IP over satellite links by pding TCP spoofing functions
at the hub and the desired remote terminals. PRE&wte above the DLC layer
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attempting to hide the losses and delays of thenlyidg satellite link from the
end-to-end TCP/IP protocol.

Private IP_network A network that reuses the IP address space ing solated
from the global Internet. Private IP networks ntigh connected to the global
Internet through a service gateway that providedridnslation between private
IP and global IP addresses.

Protocol stack A conceptual model of a communication protocihg
sequential layers that are represented in a vegioap or stack with the lower
layer at the bottom of the stack.

Protocol Data Unit (PDU) Format used to encapsulate the data transferred
between peer layers at the hub and remote terminals

Punctured codeAn error-correcting code derived from anotheoecorrecting
code by deleting or puncturing coded bits fromah#put of the encoder.

Reserved When used in connection with IPoS message fithasterm reserved
means that the bits in these reserved fields ntightsed in future extensions.
Unless otherwise specified, all reserved bits dbeblet as binary value '0' and
shall be ignored upon reception.

Satellite link A physical connection across satellite transposithat a transport
protocol uses to communicate between remote usdrthe hub in a satellite
access network.

Service Access Point (SAPXonceptual point at the interface between adjace
protocol layers where data and protocol informatiom exchanged.

Spreading: Spreading technigues are methods byhvehstgnal generated in a
particular bandwidth is deliberately spread infieguency domain, which
results in a signal with a wider bandwidth. Thesghhiques are used for a
varierty of reasons, including the establishmergesfure communication,
increasing resistance to natural interference amijing, to prevent detection,
and to limit power flux density.

Sublayer The result of decomposing a protocol layer srtwaller functional
groupings.

Systematic encoderAn encoder, the output of which includes thauinp
information bits followed by the parity bits credtiey the encoder to provide a
more reliable information transfer.

Transmission Control Protocol/Internet Protocol PTIR) TCP is the most
common transport protocol, using the unreliablélFmoving packets and
datagrams from a source to a destination in teiaéf? networks. TCP is a
window-based acknowledgment and flow control protdlcat uses timeouts,
sends and receives acknowledgments, and perfotragseissions to provide
end-to-end reliable transmissions across multiptevarks.

10
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Turbo codes Turbo encoders are structured with parallel atemations of
systematic convolutional encoders, the constiteanbders, with interleavers at
the input of the constituent encoders. Turbo diexgpdses an iterative decoding
to achieve very good error-correction performance.

User Datagram Protocol (UDPAN unreliable protocol where one end sends
datagrams without any preliminary connection ethbient or subsequent
acknowledgments.

Upper layers General reference to protocol layers above ibledst layer in the
satellite network access stack. Examples aresteiaktransport layers such as
TCP and UDP and application protocols such as HFI®, and e-mail.

Symbols

For the purposes of the present document, theafimlip symbols apply:
/or: division
X or* multiplication

[ .| indicates absolute value

single quotation mark used to represent birfalgds

a rolloff factor for a root raised cosine shapetefil
AT change in time

T angular 180 degrees

0 angle in degrees from the axis of the mainlobthefantenna
us microsecond

° angular degrees

°C temperature in degrees Centigrade

0x prefix used to represent hexadecimal numbers
BT bandwidth times symbol duration product

cm centimeter

dB decibel

dBuV/m field strength measured as its ratio (in dBypih@ microvolt/m
dBi decibels over an isotropic radiator

dB/K gain-to-noise temperature of receivers in dB



(62 N w N

~N o

10
11

12
13

14
15

16
17

18
19
20
21
22
23
24
25
26
27

28
29

30

31

TIA-1008-B

dBm

dBc/Hz

dBm/Hz

dBW/kHz

dBpwW
dBW
dBW/nt
E()

Ebi

Ebi/ N o

Ebt/No

EIRPrax
fn

GHz
hex
H(f)

h(t)

Hz

kHz

ksps

power expressed as its ratio (in dB) to 1 madtt

noise power spectral density where the naiseer in one Hz is
expressed in dB relative to the power of the unrteddd carrier

power spectral density indicating the poexgressed in dBm
over one Hertz of bandwidth

power spectral density indicating the poerpressed in dBW
over one kilohertz of bandwidth

power expressed as its ratio (in dB) to owewatt (10 watts)
power expressed as its ratio (in dB) to ond wat

power density indicating the power in dBW in 1 agumeter
exponential

energy per information bit of the received sigatathe output of
the decoder

ratio of the energy per information bit and thésealensity at
the output of the decoder expressed in dB

ratio of energy per received bit and the noise itleas the
output of the demodulator (input to the decodepressed in dB

maximum EIRP

Nyquist frequency

Gigahertz (1DHertz)

hexadecimal notation

filter frequency response

filter impulse response or shaping pulse wanraf
Hertz

in-phase component of the modulated signal
imaginary unit

time index

Temperature in degrees Kelvin and convolutiomalec
constraint length

kilohertz (16 Hertz)

kilosymbols per second

12
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decimal logarithm

meter

Megahertz (10Hertz)

millisecond

Megasymbols per second

Noise density (unit of bandwidth)

guadrature component of the modulated signal
symbol rate

second

symbols per second

angle designation; symbobis

hub offset time

propagation time from hub to satellite
Thsh = Tust Tsh

remote terminal offset time

propagation time from remote terminal to satellite
propagation time from satellite to hub

symbol duration

waltts
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SYSTEM ARCHITECTURE

Introduction

2.2

This section is an introduction to the InternettBrol over Satellite (IP0S)
system. In particular it contains a high-levelatgstion of the different
functional capabilities and services of the syssem the remote terminals that
give access to users of these services and cdjeahifi the IP0S system. This
section also describes the protocol architectuoptad for the satellite interface
between remote terminals and the hub through wigehn data and signaling
information are transferred among the differentcfional layers of the remote
terminal and the hub.

System Overview

The IPoS system delivers “always on” IP servic@sggosynchronous satellites
primarily targeted to the following markets:

» Residential/Consumer: The primary service offécedonsumers by
IPoS is broadband Internet access, including toadit IP services such
as e-mail, file transfer, and Web browsing base@m@msmission
Control Protocol/Internet Protocol (TCP/IP) withdittbnal value-added
IP multicast services such as video/audio streandiistance learning,
etc.

» Small office/home-office (SOHO): The primary IPs&vice offered to
the SOHO market is premium-level broadband Inteacegss, including
the aforementioned value-added services.

» Business: The services provided for the sateléitgise provider,
enterprise and government markets include premawatisecure
broadband Intranet access, VolP, Satellite backinaabile broadband
access, peer-to-peer single satellite hop commtimical hese include
both the stationary and mobile broadband access.

This IPoS standard has been developed to creatdti@endor procurement
environment of remote terminals that result ingédfint solutions for providing
the two-way satellite Internet access transporabaipy required by these
residential and SOHO markets, and private Intraneess transport capability
required by these enterprise and Government markeatyg characteristics of this
standard include:

e Terrestrial IP networks interoperability
» Easy scalability
» Universal applicability

» Easily deployability



This document is for the limited use of the Eurag
Telecommunications Standards Institute (ETSI) fiofusion within
TIA-1008-B ETSI Technical Specification, TS 102 354 V1.3.1d &not to be

redistrihiited to anv other individiials or nartiathm it TIA’S consent

» Comprehensive management capability

16



[EEN

TIA-1008B

2.2.1 Network Architecture

IPoS is a two way IP-based broadband satellite orttinat encompasses the
following three major segments:

1. Hub segment: The hub segment supports Internesaaif a large
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number of remote terminals via satellite. It isngmsed of large hub
earth stations and related equipment through wlidnaffic flows. The
hub segment can be further broken down as follows:

* An IPoS hub earth station is the large earth statioough
which many thousands of terminals communicate.ul éarth
station exists at a single location, may accessespagment
resources from multiple satellites, and configumed manages
from a single, centralized database.

* An IPoS Network Management Center (NMC) is a single
management center, collocated with the IPoS huh station
that manages the entire IPoS system. The patte ®MC that
directly manage hub earth stations and terminag€ansidered
to be components that are internal to the IPoS®Byst

» The IPoS backend systems include, but are notdantit,
routers, firewalls, Domain Name Servers (DNSs), dtcey
provide the interface between the IPoS and themadt@ublic
network, e.g., Internet.

Space segment: The space segment consists gbipertransponders
on geosynchronous satellites that allow transmisisidooth directions
between the hub and remote terminals, and alsceleatiwo terminals
directly using a single satellite hop comminication

User segment: In general, the IPoS user segmesiste of thousands
of user terminals, each of them capable of progdiroadband IP
communications to a remote site. User terminasa#go referred to in
this standard as remote terminals or IPoS termovabsly terminals.
The remote terminal can be stationary or mobilgansportable. The
remote terminal is a self-hosted IP satellite modeah provides satellite
communication for the remote site which comprisesustomer
premises LAN and IP user hosts. Customer LANs ansidered
external to the IPoS system.

Figure 2.2.1-1 illustrates the highest-level comguua in the IPOS architecture
and identifies the major internal and externalriiaiges in the IPoS system.
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Figure 2.2.1-1. |P0oS System Architecture

IPoS supports both star and mesh network topola@gidsnobility. The remote
terminal can be stationary or mobileor transpogabl

A network can simultaneously support star and noesimectivity. A mesh
capable fixed or stationary IPoS terminal deplogeduch a network will be
able to perform both star and mesh communication.

A mobile IPoS terminal is restricted to only stannectivity. The following
captures various possible IPoS netwotk configunadiod the type of terminals
supported in a specific configuration.

« If the IPOS Hub is not mesh or mobile enabled, tiherentire network
can only support stationary or transportable teatsioperating as a star.

» If the IP0S Hub supports mesh but not mobile, thtee network can
support

0 Stationary or transportable terminals
0 Mesh operation

» If the IPoS Hub supports mobility, but not mesterttthe entire network
can support

0 Stationary or transportable terminals

18
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o Mobile terminals

» If the IPoS Hub supports both mobility and meskntthe entire network
can support

0 Stationary or transportable terminals
0 Mobile terminals

2211 IPoS Star Network

The IPoS star network is comprised of a Gatewagthatat a central site (aka
Hub) and one or more Remote Terminals as illusirbteFigure 2.2.1.1-1.

Terminal -to- Hub Hub -to-Terminal
(Star) Remote Site

l

Gateway

Satellte Termnial ’

TERRESTRIAL
DATA
NETWORK

TERRESTRIAL
VOICE
NETWORK

DDDDD

VolP Gateway

Remote Site

Satellite Termnial ‘

Figure 2.2.1.1-1. |PoS Star Network

The Gateway at the Hub provides network operati@hantrol, and also
provides connectivity to the Internet and/or Ingtfor star based
communications.

2.2.1.2 IPoS Mesh Network

IPoS mesh extends the IP0oS system capabilitiegoioost dynamic, direct
connectivity between Remote Terminals. A referancéel for the mesh
network is shown in figure 2.2.1.2-1.
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IPoS System

Remote Site

Mesh
Terminal

Remote Site

Hub/
Gateway

Terrestrial Network
(Internet, Intranet, PSTN etc.)

Figure 2.2.1.2-1. IPoS Mesh Network

The Gateway at the Hub provides network operatimhantrol functionality
required to support the capability for Remote Tewats to dynamically setup
mesh connections with each other. The Gatewaypmtsades connectivity to the
Internet and/or intranet for star based commurioafilesh Remote Terminal is

a self-hosted IP satellite modem that provides bt@thand mesh communication

for the remote site within the IPoS network.

2.2.1.3 IPoS Mobile Network

The IPoS satellite network for the mobile scenadmprises the same major
segments (e.g. Hub Segment, Space Segment, Usees@@nd signaling
mechanisms (outroute and inroute paths) as dedddoé¢he fixed scenario.

The mobile terminals and Hub/Gateway implement taatthl features, namely
spreading, frequency and timing Doppler compensadtaddress two of the
major mobile environment requirements which areafsmall antennas and
Doppler Effect compensation.

Spread inroutes or channels are inroutes on whiglransmission rate is higher
than the information rate. Spread spectrum is aftaployed in communication
systems because of its ability to address thevatig problems.

* Resistance to Interference,

* Resistance to Interception

20



©O 00 ~

10
11
12
13

14
15

16
17
18
19

20
21
22
23

24

25

26
27
28
29
30

31

32
33
34

35
36

2.2.2

TIA-1008B

» Resistance to Fading including Multi path Effects

Network Interfaces

2221

The main interfaces in the IPoS system are:

e Terminal LAN interface: This is the interface betm the remote
terminal and users’ computing equipment, such asgpoders, switches,
routers, and gateways.

* |PoS satellite interface: This is the interfaceevéhremote terminals and
the hub exchange user, control, and managemenmtriafmn. The IPoS
satellite interface, or air interface, is the m@micus of this standard.

* Hub terrestrial interface: This is the interfaeavieen the hub and the
backbone connecting the hub to the external patatat networks, public
Internet, or private data networks. The hub tériedsnterface uses IP
protocols that are not part of this standard.

The IPoS satellite interface distinguishes betwhbertwo transmissions’
directions:

* The outroute direction from the IPoS hub to the tesgminals is
broadcast over the entire bandwidth allocatedeaithtroute carrier.
Because the IPoS outroute can multiplex a mulitgliaf transmissions,
it streams to many remote terminals.

* The inroute direction from the remote terminal$ht® IPoS hub is
point-to-point (PtP), either using bandwidth aseidjiby the hub for
individual remote terminals or using bandwidth gty all terminals
on a contention basis.

Outroute Satellite Transmission

The IP0oS outroute transmission format is DVB-S2.[19

IPoS DVB-S2 outroute carriers use a statisticalipleking scheme compliant
with the DVB data format in reference [1] for simgyrithe outroute among the
remote terminals. The distribution of IP traffticthe remote terminals is based
on the DVB multiprotocol encapsulation in referefit2]. Symbol rates from 1
Msps to 45 Msps are supported.

The DVB-S2 outroute [19] has three operation motf€&M, CCM and ACM.

In the VCM (Variable Coding and Modulation) modee toutroute bursts are
coded with different modulations and coding rategehding on the service
components (e.g. SDTV, HDTV, audio and multimedia).

In the CCM (Constant Coding and Modulation) motie, $ingle modulation and
coding rate applies to all the service components.



g wNPE

o ~

10
11

12
13
14

15
16
17
18
19
20
21
22

23
24
25
26

27
28
29
30
31
32
33
34
35

36
37
38

39

40
41

TIA-1008-B

2.2.2.2

In the ACM (Adaptive Coding and Modulation) modee butroute modulation
and coding rate may differ per terminal. The matah and coding may adapt
in real-time or be chosen for each terminal atdodReal-time adaptation may be
via a closed loop algorithm between the hub andehete terminals, or through
a hub-based algorithm alone.

Inroute Satellite Transmission

2.3

A number of variations of inroute transmission sugported in IPoS system.
Namely;

» Offset quadrature phase-shift keying (OQPSK) madahraat
transmission rates of 256, 512, 1024, 2048, 40966444 Ksps with
FEC Rates 1/3, ¥, 2/3 and 4/5 using Turbo FEC adid Bncoding

» Offset quadrature phase-shift keying (OQPSK) mdaariaat
transmission rates of 256, 512,1024, and 2048 K&hsFEC Rates 2,
2/3 4/5 and 9/10 using LDPC encoding

IPoS uses demand-assigned MF-TDMA (multifrequemog division multiple
access) on its inroutes to allow terminals to tngih$o the hub. The IPoS inroute
has a 45-millisecond TDMA frame length divided iat@ariable number of
slots. Transmissions from a terminal to the hbraferred to as a “burst.” A
burst requires an integral number of slots for bead and then carries an
integral number of slots of data. These overhé&atd are used to provide the
burst preamble and to allow adequate time betweestdto ensure that
consecutive bursts do not overlap in time.

IPoS adopts the same demand-assigned MF-TDMA wdtbrmnillisecond
TDMA frame length divided into a variable numberstdts as used for the star
communication on mesh links to allow terminal-tasiaal direct
communications.

IPoS supports Closed Loop Power Control (CLPC)uieabn inroute channel so
that an IPoS terminal is able to transmit its siattthe correct power and
adaptively select the right inroute symbol rate BR@ Rate that matches its
cuurent link condition. This adaptive proceduredaied Adaptive Inroute
Selection (AIS). A specific case of AlS, called Atise Coding enables a
terminal to dynamically switch between FEC ratedevkeeping its transmission
on the same inroute channel. Closed Loop PowerrGlp@tdaptive Inroute
Selection and Adaptive Coding procedures are dettiin section 4.11.8 and
4.11.9.

IPOS supports two variants of inroute TDMA timinghehronization procedure —

open loop timing and closed loop timing. Timing slyronization procedure is
described in section 4.11.1.

Remote Terminal

The remote terminal is the access platform fromciviine user hosts access the
services of the IPoS system.

22
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An IPoS terminal also consists of an ODU and an t@dnected by two coaxial
cables. The IDU contains a module that providesuger gateway functionality.
See figure 2.3-1.

Ethernet
LAN

User P Remote
Gateway Terminal

Figure 2.3-1. IPoS Terminal

The user gateway provides an Ethernet interfaté\td-based IP devices.

Remote Terminal Operational States

The operational states determine the type funcfi@nformed by the remote
terminals. Three main operational states are imstitk operation of the remote
terminals:

1. Commissioning state In this state the remote terminal gets the
configuration parameters, addresses, and encryptigm needed to
contact the hub. At the end of the commissiontatesthe remote
terminal is registered, authenticated, and readgdeive information
from the hub.

2. Idle state In this state the remote terminals are an addl#s entity
that can receive system information and specififigaration
parameters about the inroute direction. At the@frttie Idle state, the
remote terminals are ready for reaching the Acttete.

3. Active state In this state the remote terminal can executarseand
reliable transfer of user, control, and managerimdatmation with the
hub.
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2.3.2 Remote Terminal Characteristics

An IPoS terminal shall support the following trarission characteristics and
features.

DVB-S2 ACM outroute

Offset quadrature phase-shift keying (OQPSK) mdahrizat
transmission rates of 256, 512, 1024, 2048 Kspis REC Rates %2, 2/3
and 4/5 using Turbo FEC and BCH encoding

Closed Loop Power Control, Adaptive Inroute Setectind Adaptive
Coding

Open Loop Timing, and Closed Loop Timing if thewnaitk
configuration needs Closed Loop Timing as a cood#i mandatory.

An advanced IPoS terminal may support the followadditional transmission
characteristics.

Offset quadrature phase-shift keying (OQPSK) mdahrieat
transmission rates of 4096 and 6144 Ksps withR&€s 1/3, %2, 2/3
and 4/5 using Turbo FEC and BCH encoding. The teainieeds to use
a linear radio to support these rates.

Offset quadrature phase-shift keying (OQPSK) mdahrieat
transmission rates of 256, 512,1024, and 2048 K&hsRates Yz, 2/3
4/5 and 9/10 using LDPC encoding

An IPoS mesh terminal shall support at least thsichzharacteristics and features
and additionally peer-to-peer single hop connetivi a mesh topology.

An IPoS mobile terminal shall support at leastlibsic characteristics and
features, and additionally mobility related procesu

2.3.3 Mesh Transmission and Mesh Terminal

The IP0S Mesh supports peer to peer single satéllipconnectivity.

Figure 2.3.3-1 illustrates mesh connectivity.
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Figure 2.3.3-1. Mesh Transmission

An IPoS Mesh Terminal includes two types of receiva@he first is the TDM
receiver to receive traffic from the Gateway at @C via a DVB-S2 outroute.
The second type of receiver provides the abilintifie Mesh Terminal to receive
one or more mesh channels (transmission), thuwialipthe terminal to receive
bursts transmitted by other Mesh Terminals on IPo@utes. A Mesh Resource
Controller (MRC) in the Gateway at the NOC dynarttyjceoordinates
connectivity between Mesh Terminals.

IPoS Protocol Reference Model

The IP0oS protocol is a multilayered peer-to-peetqmol providing the
mechanisms to exchange IP traffic and signalingrination between the entities
in the hub and remote terminals.

The IPoS protocol is structured according to tlohigecture in Reference [2],
which provides a split between satellite-depenfiemttions and satellite-
independent functions, as illustrated in figure-2.4
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Applications

External UDP TCP
Network

Layers
diffserv intserv

Satellite Independent Layers

Air SI-SAP
Interface
Protocol

Stack

Satellite Dependent Layers

Figure 2.4-1. Protocol Reference Model

The protocol architecture separates satellite-d#grgrfunctions and satellite-
independent functions via an interface designdtedsI-SAP. The purpose of
this split is as follows:

» Separate the satellite-specific aspects from ttadliserindependent
higher layer. This separation is designed to pefiuhiire market
developments, in particular IP enhancements.

» Provide flexibility for the addition of more complenarket segment-
based solutions (e.g., PEPS).

« Elements above the SI-SAP can be ported with greatee to new
satellite systems.

« Extensibility to support new higher-layer functitities without major
reengineering of existing designs.

As shown in figure 2.4-1, the SI-SAP is positiotetween the data link

(layer 2) and network layers in the Internationaj@ization for Standardization
(ISO) layering model. Elements above the SI-SARlE and indeed should be,
designed without specific knowledge of the suppgrsatellite link layer. The
satellite-independent layers in figure 2.4-1 aneggie, including services not
currently specified by IPoS such as IntServ, DiffSand IPv6.

The IPoS interface is organized into planes, laysnd directions of transmission
over the satellite. There are three protocol gane

1. User plane (U-Plane): provides the protocols neéddereliable

transport of IP traffic containing user informatiacross the satellite
interface.
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Control plane (C-Plane): contains the signalingigrols needed to
support and control the satellite access connectiod resources needed
in the transport of user traffic.

Management plane (M-Plane): concerned with theimdimation and
messaging related to the commissioning of remeteitals, the billing
of the users, performance, and alarm reportinge Mhnagement plane
is outside the scope of this standard.

Each of the IPoS planes is logically divided iftoete protocol sublayers. The
protocol sublayers are used to decompose the dggsaem functionality into
groupings of functions at the same abstractionlleve

Physical Layer (PHY): provides the lower-level dtinnality related to
modulation, error control of the information, angnaling streams
transported across the interface

Data Link Control (DLC) layer: provides the muléging of the various
streams as well as reliable and efficient transpemtices

Network Adaptation Layer: controls user acceghéosatellite and
controls radio resources needed for this access

In general, figure 2.4-2 shows the protocol orgatiimn of the IPoS interface in
the U-Plane and C-Plane. The protocol stack stgsatie IPoS-specific protocol
layer between the IPoS hub and the remote terrfriomal the IP and above
end-to-end higher layers between host computers.

Satellite Network Adaptation
Independent
SI-SAP
Network Adaptation Layer
Satellite Data Link Control Layer
Dependent
Physical Layer

Figure 2.4-2. Protocol Stack for U-Plane and C-Pl ane

The layers in the IPoS system are divided intodivections of transmission,
each of them associated to the highly asymmetpaluiities over the satellite
bearer channels. The two directions are designated
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24.1

1. The outroute direction from the IPoS hub to usanieals is broadcast
over the entire bandwidth allocated to the outreateier. Because the
IPoS outroute can multiplex transmissions, it streé many remote
terminals.

2. The inroute direction from the remote terminalghi® IPoS hub is PtP,
either using bandwidth assigned by the hub to iddial remote
terminals or using bandwidth shared by all ternsmad a contention

Mesh single-hop communications from one remoteiteahto another are
considered to be inroute transmission.

Service Points and Primitives

Adjacent sublayers in the IPoS protocol architecttonnect to each other
through interface points, designated Service AcBesists (SAPs). Through the
SAPs the sublayers access the services and céipalpliovided by the adjacent
sublayer. In general, there are three SAPs atlageh the SAPs are associated
with the U-Plane, C-Plane, and M-Plane, as illusttan figure 2.4.1-1.

User Control Management
Plane Plane
Plane

Network Adaptation (Satellite Independent)

S/‘U SP\P
=S, A
L SI-C-SAP S\

Network Adaptation (Satellite Dependent)

Data Link Layer

Physical Layer

Figure 2.4.1-1. Service Access Points
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Interactions between adjacent layers across SAPis aerms of primitives. A
primitive is an abstract representation of therimfation and control exchanges
through the SAP. Four types of primitives are usdtie IPoS interface to
represent the passing information across the lafdie U-Plane and C-Plane.
The actions implied by these primitives are:

1. Request (REQ): occurs when a higher layer invekegices or
functions from the adjacent lower layer

2. Indication (IND): used by the lower layer to ngtthe higher layer of a
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REQ at the peer layer

3. Response (RES): carries the acknowledgment frerhitfher layer to
the lower layer for an indication primitive

4. Confirm (CON): used by the lower layer to notifyethigher layer that

the requested service has been completed

The primitive type also indicates the directiorttwd flow of information. These

flows are indicated in figure 2.4.1-2.

UPPER LAYER

REQ CONF

RES

IND

SAP

SAP

Peer-to-peer protocol

i
\J

LOWER LAYER

Figure 2.4.1-2. Primitive Flow

The general syntax of primitives in the IPoS cargahe following four

elements:
1. Sublayer
2. Plane
3. Generic Name

4. Type
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where:

» Sublayer designates the initials of the sublayesAlP, providing the
services (PHY for physical, media access contrdh@}ifor the medium
access layer, DLC for data link control, or Sl fwimitives across the Sl-
SAP interface).

» Plane designates the initial of the plane wherdrttezaction occurs
(U for U-Plane, C for C-Plane, or M for M-Plane).

e The Generic Name designates the type of servifienation invoked,
e.g., data for data transfer.

» Type designates the initials of the type of primdtie.g., REQ, IND,
RES, or CON.

For example, the primitive used by the satellitdeipendent layers to request the
transfer of IP data by the IPoS DLC over the IPm$éerface is SI-U-DATA-
REQ, and the primitive that the DLC uses to delaedP packet received over
the IPoS air interface to the satellite-independiydrs is SI-U-DATA-IND.

2.5 Layer-wise Functional Partitioning
This subsection gives the functional responsibiitior the layers in the satellite-
dependent part of the IPoS interface.

2.5.1 Network Adaptation Layer

The Network Adaptation Layer function provides thkowing major
subfunctions:

e |IP Packet Transport: This function determinesGlass of Service of
the IP packet based on packet type, applicatios, tgpstination, and
internal configuration.

» Traffic Management: This function performs thdftcashedding and
policing functions on IP packets before they aferefl to the IPoS
transport services.

« PEPs: This function improves the performance dabie applications
for improving service over a satellite link. PE&s often used to reduce
the degradations in throughput experienced by Tgiications because
of the delays and losses in satellite links. Rafee [18] (found in
subsection 1.4 of this document) discusses vatiges of PEPs and the
mechanisms they use to improve performance. UBEBE is optional
in IP0S. Typically the PEP sits at the hub, dplifthe end-to-end TCP
transport link, acting as virtual TCP senders/nemai connecting the
satellite access system from the terrestrial Ireietm the satellite system.
PEP is customized to match the characteristickeofR0oS satellite links.
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» Multicast Proxy: This proxy adapts IP multicasbtpicols
(e.g., PIM-SM) to the appropriate IP0S transpontises to provide the
multicast.

The Network Adaptation Layer is not part of the $Pair interface specification.

Data Link Layer (DLL)

2521

The DLL provides the actual transport service dlierlPoS network. It is
divided into the following sublayers:

» Satellite Link Control (SLC)
* Media Access Control (MAC)

» Outroute multiplexing

Satellite Link Control Sublayer

The SLC layer is the sublayer of the DLC that sprnsible for transmission of
packets between remote terminals and the hub, etmeebn terminals for mesh.

IPoS supports different delivery methods over thigoute and inroute
directions.

A reliable error-free delivery method is used ia throute direction using
selective retransmissions. In this reliable dejivaethod, the receiving SLC
entities deliver only error-free data packets mligher layers.

Over the outroute where the transmission erroryemglow
(typical BER = 1*E(-10)), the transmit SLC delivezach data packet only once
without retransmission of errored or missing pasket

The functional responsibilities of the SLC are:

» Generation of session IDs and mapping incoming gadkto the
corresponding session

» Encryption of specific IP PDUs (protocol data unfts user-to-user data
privacy

» Segmentation and reassembly, which performs seagtiemreassembly
of variable-length higher layer data packets im@ker PDUs

» Delivery of data in sequence to the peer usingdhable/unreliable
mode of delivery
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2.5.2.2

Medium Access Control Sublayer

2.5.2.3

The services or functions provided by the MAC lag@n be grouped into the
following categories:

» Data transfer: This service provides unacknowlddgensfer of MAC
interactions between peer MAC entities. This serdoes not provide
any data segmentation; therefore, the upper lgpresdde the
segmentation/reassembly function.

» Reallocation of radio resources and MAC paramet&tss service
performs control procedures for identifiers that allocated to a
particular DLC layer by the network layer for ateirval of time or on a
permanent basis. It also performs proceduredioestablishment and
termination of transfer modes over the DLC layer.

» Error detection: Procedures for the detectionro€edural errors or
errors occurring during the transmission of frames.

* MAC Addressing: This service filters packets basedAC addresses.

Outroute Multiplexing

In the outroute direction, the multiplexing pernttie hub to transmit several
traffic types, programs, or services within the satroute carrier and controls
the transmission of each individual program. TPeS multiplexing sublayer is
based on the Digital Video Broadcast /Motion PiesUExpert Group
(DVB/MPEG) statistical multiplexing format in refamce [1] (found in
subsection 1.4 of this document). In this DVB/MPf@nat, all the frames or
packets associated with one of the traffic typesehhe same Program Identifier
(PID). At the remote terminals, a demultiplexegdis the outroute multiplex
into specific transport streams with the remotenteal filtering only those that
match the PID addresses configured in the terminal.

IPoS remote terminals are configured to filter tyoes of PIDs associated with
the following types of transport streams, whichr@levant to the IPoS system:

1. PSl tables, which provide both IPoS and non-IPofitels with
configuration of services. The IPoS terminals nez¢he PSI tables to
determine the specific configuration of the IPoStegn.

2. IPoS user and control information, which is tramggain the IPoS
logical channels. The information contained in fp@S logical channels
can be targeted to all, a group, or individual IPex@inals.

Outroute DVB/MPEG packets are broadcast over thieseputroute carrier
bandwidth with IPoS terminals filtering those paskihat do not match their
own addresses. The addressing scheme is inclsdeattof the transport packet
header and MAC header.
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2.5.3 Physical Layer (PHY)
The Physical Layer function provides the transmissind reception of the
modulated waveforms used to transport the dataigedby the data link and
higher layers over the satellite. At the PHY, ¢éhisrno distinction among the
transport methods provided for U-Plane, C-Plan&/-qane information. This
distinction is made at higher layers.
The services provided by the PHY layer are groupexdthe following
categories:

» The initial acquisition, synchronization, and ramgprocedures with the
hub, including the timing alignment of the transsiosis with the frame
structure of the inroute carriers and the adjustroéthe power
transmitted by the remote terminals

* The modulation, coding, error correction, scrantplifiming, and
frequency synchronization of information flows, pided by the DLC's
U-Plane and C-Plane to the outroute and inrouteecar

e The performance of local measurements such as/estEy/N,,
recovered clock, and status and supervision opliysical parameters
(such as timing) and their reporting to higher faye

» Spreading, Frequency, Doppler compensation andiedali (to FSS
system) time synchronization procedure to suppottility

2.6 Terminal Procedures

The IP0oS system relies on a multiplicity of procexduand algorithms to perform
its functionality. The subsections below identifig procedures used over the
IPoS air interface. The procedures are divideat int

» Commissioning procedures: These are mainly M-Ppmoeedures
concerned with the initial configuration of the rete terminals and
database at the hub and the binding of addressesmanyption keys
used to transfer data over the IPoS system tanthieidual remote
terminals.

» Idle state procedures: These are mainly C-Plamespures a terminal
needs to perform before becoming active and irrmatg to the Idle state
after exchanging traffic.

» Transport procedures: These are procedures thaitprthe reliable
exchange of user, control, and management infoomati the Active
state.

» Security procedures: These are procedures exetupgdtect the
unauthorized use of services in the IPoS systemaprbvide
encryption of the information transferred acrossgatellite.
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2.6.1 Commissioning Procedures
The following describes the commissioning proceslumeeded to be performed
before the terminal is ready to exchange traffierate IPoS system. The
parameters needed during the commissioning proesdsuch as satellite
location, transponder frequencies, addresses, ramgiption keys) are
determined by the IPoS network managers or atattery.
26.1.1 Installation
The following parameters are configured duringittstallation:
» Satellite orbital location in degrees
» Characteristics of the outroute carrier to be used,such as frequency,
symbol rate, modulation, and coding
e Transponder polarization
* The latitude and longitude of the IPoS remote bemgfigured
(alternatively a Post Code or ZIP code lookup tablald be used)
» IP address of IP packet processor at the hub
e The remote terminal’s own internal address withim $ystem
» Terminal capability to support the TDMA bursts
e Spreading multiplication options
e Mesh communications related parameters
The installer points the antenna and adjusts ttenan polarization plane to
minimize cross-polarization interference.
2.6.1.2 System Timing

During the system timing procedure, the remote irathuses parameters
configured during installation to acquire and denlaté the outroute carrier and

extract
carrier.

system timing and other relevant informationveyed by the outroute

The acquisition of the outroute carrier provides thmote terminal with:

The symbol clock of the demodulated carrier to ®edufor the frequency
stability of the local frequency reference usedddve the frequency of
the inroute carriers

Reception of the superframe numbering packetsrrdtesl by the hub
every 360 msec at the beginning of every superframe
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» The PIDs used by the remote to prefilter the cdrna traffic
information contained in the outroute

* The information in the channels with the PID addessmonitored for
the terminal

Synchronization

2.6.1.4

Synchronization refers to the process of alignimgremote terminals’
transmissions over the inroute direction with tbference timing of the inroute
frames at the hub. During synchronization, theatenterminals calculate the
initial timing offset needed to introduce the markeceived from the superframe
over the outroute carrier for the IPoS hub. Théskar is needed so that the hub
can receive the remote transmission assigned terframe structure of the
inroute carriers at the hub.

The IPoS remote uses rough location informatiool{sas ZIP code or lat/long)
from the remote site and the satellite ephemeriarianitial course estimation of
the timing offset needed for inroute transmissions.

Ranging

2.6.1.5

Ranging is the process for obtaining a fine tinffget estimate for inroute
transmissions. During the ranging procedure, éneote terminals transmit over
specific inroute channels designated for this psepolhe hub receives the
ranging bursts. The hub then estimates the timidjgstment needed to align the
remote terminal’s inroute transmissions and seimesdjustment to the remote.

Also, during ranging the hub estimates the powegllef the remote and sets the
inroute power of the remote terminal. The remeteninal supplies the hub
within the Ranging Request with a measurementefdieive signal strength of
the outroute carrier. The hub records this infdromealong with other
information about the remote terminal.

Registration

Registration is the process whereby authorized teteominals are given the
internal addresses. In addition, the terminalsadse given the encryption keys
needed at the hub to forward traffic to these teatsiand for the remote
terminals to decrypt the information and exchamggfi¢ with the hub.

The registration information and the bindings to$Hnternal addresses and
encryption keys are stored in the IPoS managensabdse containing
parameters relevant for the operation and billihgsers. These parameters are:

* Remote terminal serial number
e Customer name and contact information

Based on the parameters stored in the databadeybhereates the addresses and
encryption keys for the different services to whilal terminal is entitled. The
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IPoS internal addresses are configured in the texnait installation time. The
encryption keys are distributed to the remote teatsi over the outroute carrier.

Several types of encryption keys are used in tb& I§y/stem, as discussed in the
security sections of this document. Key encrypkags are used to encrypt
other keys used to encrypt the actual user infaomatThe remote terminal
receives these keys during registration and stbeekeys in the decryption
hardware so that it is ready for decrypting theaute information when entering
the Active state.

After completing registration, the remote termiisaleady to begin operation in
the IPoS system. This process is illustrated dgyré 2.6.1.5-1.
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Figure 2.6.1.5-1.
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No terminal authentication procedure is requiretheflPoS. The identity of a
terminal is demonstrated by its ability to decriyp messages received over the
outroute containing the keys that will be usedrlagedecrypt user information.
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For this action, the terminal Master Key (MK) irkd at the terminals must
coincide with an MK used at the hub to create thaygtion keys. An
unauthorized terminal will not have the same MKadad that on the authorized
terminal, so it will not be able to decode outrodid¢a.

Idle Mode Procedures

System Information Reception

Before remote terminals can send information tchilie they must gain
knowledge of the inroute carrier frequencies usedi§er and control channels
and the associated data rates and encoding ufieesim channels.

IPoS provides automated inroute load balancinghégiu availability by
subdividing the IPoS inroutes into several inrayteups. The hub periodically
broadcasts this information about the inroute gscayer the outroute. The
reception of the outroute carrier provides theatenterminals with system
information related to the organization of the inteinto inroute groups,
including the burst-time plan of all inroute growassociated with the IPoS
outroute. The burst time plan provides the remof#sa description that
includes:

» The inroute frequencies and burst type where th®te is allowed to
transmit

e The duration and location of the bursts

The hub also advertises its traffic-loading levelall inroute groups. The
remote terminals use traffic-loading informatiorcteose the least-loaded
inroute group. However, the IPoS remote can chémgge inroute groups
depending on the loading information conveyed leyRleturn Broadcast
Channel, which is always monitored by the remateiteals to obtain the
available inroute groups and the resources availabtach inroute group. See
figure 2.6.2.1-1.
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IPOS Remote IPoS Hu

Inroute Group Definition
Packet (IGDP)
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Inroute Group
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availability and
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Bandwidth Allocation
Packet (BAP)

|
|
|
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|
|
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Remote
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bandwidth
allocations for
Inroute Group
chosen

Figure 2.6.2.1-1. IP0oS System Information Recepti on

In ilde mode, an IPoS terminal shall monitor Ine@roup Definition Packet
(IGDP) messages for learning information of albime groups. Information and
characteristics of all inroute groups are broade@stGDP messages. To
transition to active mode, the terminal shall sedetinroute group from among
all advertized groups based on availability andeatized load information of
these inroute groups.

After selecting an inroute group, the remote teahgiall send bandwidrh
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2.6.2.2

request on unallocated channel and monitor for wattt allication messages
for the selected inroute group. The terminal tratshursts on assigned

bandwidth slots.

Addressing and Routing

IPOS connectivity to the external terrestrial netsds based on IP version 4
(IPv4) routable addresses according to refereriggd@nd in subsection 1.4 of
this document) and will evolve to support IPv6 éfierence [4] (found in
subsection 1.4 of this document). The IPoS sys#dmme to a static set of IP
addresses that support both globally unique Intexdéresses, or internal subnet
IPOS addresses that are associated to a globadurbss for each of the remote
terminals. Network Address Translation (NAT) betwehe global IP and the

internal subnet addresses is provided by the hub.
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A static IP address is assigned as part of the dssioning process. This
allocated IP address remains unchanged as log aser is part of the IPoS
system. The remote terminal’'s allocated IP addee®e IP destination address
used by hosts in the public network to contactréimeote terminal in the IP0S
system; IP packets received at the hub includedémsination IP address that
identifies the remote terminal to the hub. WhenRot remote terminal intends
to contact a host external to the IPoS systenreimote terminal includes the IP
address of the destination host in the IP pacletsts the hub. The hub
includes the IP destination address of the extérost in the IP header of the
packets sent by the hub over the terrestrial nétworthat they could be routed
to the destination host.

When the remote terminal is using NAT, remote-taeahinitiated connections
are not possible until one of the globally uniqoeinet addresses supported by
the hub is associated with the remote terminakaisgé an Internet connection
initiated by the hub.

IP addressing is not used for routing within IPd&stead, a layer 2 routing
based on IPoS internal MAC addresses is used mifgand route within IPoS.
The terminals’ internal MAC addresses are creatgthd terminal registration
and the binding between the external IP addres#tsimternal remote terminal
MAC address is stored at the hub.

For IP packets arriving at the hub for delivery othe outroute direction, the hub
performs the mapping between the remote termitladdress and the internal
IPoS MAC address. The IP packet received at the inaluding the IP address
for that particular terminal, is then encapsuldigdhe hub into PDUs that
contain the internal MAC address used for routiritipivw the IPoS system.

The internal MAC addressing provides three typesoohectivity within the
IPOS system:

1. PtP (point-to-point): defined with unicast addesst deliver
information from the hub to a single IPoS terminal.

2. PMP (point-to-multipoint): defined with multicagtidresses to deliver
the same information from the hub to a group oSRe&rminals.

3. Broadcast connectivity: defined with broadcastradses to deliver the
same information from the hub to all IPoS terminalthe system.

In the inroute direction, the remote terminals teehub destination to send
information over the inroute carriers. The renteteinals encapsulate the IP
packets, including the IP address identifying thalfdestination to the Internet
routers over the inroute direction. The hub rensabe IPoS internal inroute
encapsulation before sending the IP packet ovetetihestrial Internet.

Access Session

IPoS provides satellite users with a virtual “afs on” type of access that does
not require the remote terminals to dial-up orldi&h an access session once the
terminal has completed its registration. In ttagvays on” service, all registered
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2.6.2.4

IPoS remote terminals maintain permanent IP conncto the external
Internet, via the allocated IP address and intdff@b connectivity and via the
assigned MAC address, without the need for acasssa initiation or
termination. The hub provides the attachment pshere the IPoS network is
connected to the Internet.

In Idle mode, the hub is always ready to accemaékets for delivery to remote
terminals over the IPoS system. For the remoteitels to be able to send IP
packets, they first need to exchange control packéh the hub in order to
obtain the inroute bandwidth needed to supportréiesmissions from the
remote terminal to the hub.

The IP0oS system is transparent to the service Emsdions between user hosts
and Internet servers that might take place basateounser IP address.

Bandwidth Request and Allocation

Before the remote terminal can transfer data dweirtroute, it needs to request
bandwidth on one of the inroute groups defined@&lPoS system. The
Bandwidth Allocation Request (BAR) packet is sentie remote over the
Aloha channels defined for the particular inrouteup.

The hub processes the bandwidth request and ackdged the bandwidth
request with an explicit acknowledgment sent okermulticast logical channel
associated to the particular inroute group.

Once the hub determines the bandwidth to be assigver the particular inroute
group, it sends the Bandwidth Allocation Packet EBAndicating which active
terminals on that inroute group are assigned t@vtimeslots in the inroute
group. After the remote terminal transmits thegased timeslots, the hub
indicates which bursts were received correctlynd®edth allocation is
illustrated in figure 2.6.2.4-1.
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IPoS Remote IPoS Hub

T
|
[
Request Bandwidth (BAR) }

>

Allocate Bandwidth Resource

A

Bandwidth Allocation (BAP)

A —— - ———1

Send Data in Logical Channel indicated in BAP

>

A

Acknowledge Data (IAP)

Figure 2.6.2.4-1. Bandwidth Request Allocation

Transition to the Idle State

2.6.3

The remote terminal transitions to the Idle statemvit completes its
transmission and does not receive a bandwidthrassigt after a bandwidth
request. (The transition of remote terminals ®lthe state is controlled by the
hub; a mobile terminal needs to transmit whendenees a bandwidth
assignment even if it has no data to transmitgnthe Idle state, the remote
terminal will send a new bandwidth request to resgending data on the
inroute.

Transport Procedures

The following subsections describe the procedwethk reliable transfer of
user, control, and management information betweptote terminals and the
hub. This reliable transfer of information in oS system is based on:

« Encapsulation formats specific for each informatigre
* The segmentation used to break the informationfiaigments that can
be accommodated within the length limits of thdestént encapsulation

formats

» The definition of logical channels that convey mtablished message
types
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2.6.3.1

The error protection, error detection, and errortiad procedures used
over the different types of logical channels.

Internet user traffic (e.g., TCP applications) oréding at the remote terminal
passes through the IPoS system in the followingsste

The PC sends IP packets to the IRU in the remonteirtel.

The IRU segments, encapsulates, and transmitslRgmcket (possibly
in multiple bursts) over the inroute carriers.

The hub reassembles each IP packet from burstvest&iom the remote
terminal.

The hub communicates with the destination host thetnternet using
the destination address in the received packet.

Packets received from the destination host areebedfat the hub then
sent to the remote terminal over the outroute earri

Encapsulation Formats

The processes in the peer layers at the remoténiarend the hub interact with
each other through the set formats designated &sPDhese PDUs contain the
set of user, control, and management informatiahaxged across the air
interface in the form described in this standarderg PDUs are defined for the
physical layer, PHY PDU; at the MAC sublayer, MAD®, and at the SLC
sublayer, SLC PDU.

These exchanges of PDUs among the different pgerdare illustrated in
figure 2.6.3.1-1.

Remote Terminal Hub
SLC PDUs

SLC > SLC
MAC PDUs

MAC MAC
PHY PDUs

PHY > PHY

Figure 2.6.3.1-1. Peer Layer PDU Exchanges
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Segmentation and Packetization

The encapsulation formats transferred across th® #ystem are referred to as
PDUs.

In general, the format of the PDUs used across [f&&8 layers consists of a
header, the payload or Service Data Unit (SDU),atrdiler. Headers, SDUs,
and trailers are defined specifically for each taye

Primitives across the sublayer, SAPs, provide tif@ination and the instruction
for different sublayers in IPoS protocol. The imf@tion from the higher layer
PDUs is encapsulated into the SDU of the loweradots, including a
DVB-MPEG compatible protocol encapsulation usethanmultiplexer sublayer
that allows multiple types of services to sharesame outroute PHY.

Figure 2.6.3.2-1 illustrates the different encagsoh formats used in the IPoS
outroute direction.

Higher Layer PDU
Y \\ - \
\ > \
\\ \ \\\\\\ \\\\\\
" T " T
e MAC SDU a e MAC SDU a
MAC/SLC PDUs | § or i 3 or i
e Payload ! e Payload !
r . r v
\ \\
\ \
H H H
e | Mux SDU e | Mux SDU e | Mux SDU
Mux. PDUs 3 or a or a or
e Payload e Payload e Payload
r r r
H T '
e PHY SDU . | e PHY SDU a
PHY PDUs 3 or i 3 or i
e Payload Dl Payload !
r r
r r

Figure 2.6.3.2-1. IPoS Outroute Data Flows

Figure 2.6.3.2-2 illustrates the encapsulation fimacross the inroute, formats
that are similar to the formats in the outroutenaitt the multiplexing layer.
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2.6.3.3

Higher Layer PDU

\ \ .

H T H T
e MAC SDU . e MAC SDU .
MAC/SLC PDUs | 2 or i a or i
e Payload ! e Payload !
r p r r

" i

e PHY SDU '

PHY PDUs a or ;

e Payload !

;
r

Figure 2.6.3.2-2. IP0oS Inroute Data Flows

Logical Channels

Transfers of user, control, and management infdoman IPoS take place over
logical channels. Logical channels are unidireland defined in both the
outroute and inroute directions.

Outroute logical channels are classified accortlindpe characteristics of the
information transferred into

» Traffic channels: used for transferring user pland management plane
information

« Control channels: used for transferring contrahgl information

Also, outroute logical channels are classifiedhmy/ttype of connectivity provided
from the IPoS hub to the IPoS remotes. Three tgpesnnectivity are
supported by the outroute logical channels:

1. PtP connections: defined with a unicast addresgliger information to
a single IPoS terminal

2. PMP connections: defined with a multicast addtesteliver the same
information to a group of IPoS terminals

3. Broadcast connectivity: delivers the same inforomato all IPoS
terminals in the system

In the inroute direction, IPoS provides PtP conmégtfrom the particular
remote terminal to the hub (star topology) or framemote terminal to another
remote terminal (mesh topology), both for traffifdacontrol channels. The
classification of logical channels for the inrodigection is made according to
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whether the channel bandwidth could be shared bpi®irremote terminals or
is dedicated to a particular terminal. Two typémmute logical channels are
defined in the IP0S:

1. Unallocated channels: These are channels sharediltiple IPoS
terminals using contention access procedure. Téteemenels are also
known as Aloha channels. Mostly control informatisisent on these
channels.

2. Allocated channels: These are channels dedicatedd specific IPoS
terminal for the transmission of user informatianmidg an allocated time
interval. Control information is also sent on thebannels.

The designation of traffic channels and their catingy is shown in
figure 2.6.3.3-1. Also, unallocated channels cdoddised to carry user traffic.

Traffic Channels

Outroute Inroute
— Unicast Traffic
— Allocated
—1 Multicast Traffic
: Unallocated
—— Broadcast Traffic ] (Aloha)

Figure 2.6.3.3-1. Traffic Channel Types

Figure 2.6.3.3-2 shows the different types of lajmntrol channels defined
both for both outroute and inroute directions.
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Control Channels

Outroute Inroute

— |S\|l:1pn?ger}?i:e L Unallocated
0 (Aloha)

Broadcast

Return
Broadcast

Return
Group

Multicast
——  Conditional
Access

Unicast
L—  Conditional
Access

Figure 2.6.3.3-2. Control Channel Types
2.6.34 Error Control

In IPOS, error control is achieved by a combinatéerror control strategies
across the different layers of the protocol statkese strategies include:

* FEC in the physical sublayer

* Cyclic Redundancy Checking (CRC) in the MAC subtdge inroute is
used for LDPC coded inroute.The BCH code is usamimect and also
detect the burst error for turbo coded inroute.

* Procedures to control the repetition of SLC/MACreegts
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The FEC design in IPoS is different for outroutd aroute directions:

* The outroute direction uses the concatenationRéed-Solomon code
with a LDPC with BCH coding.

* The inroute direction includes the option to useftillowing coding
0 Turbo coding or
0o LDPC coding.

The IPoS procedures that control repetitions dverdifferent logical channels
include three modes of operation:

1. Unacknowledged operation
2. Acknowledged operation

3. Contention access

Unacknowledged Operations

2.6.3.4.2

Unacknowledged operation is applicable to all lagahannels in the outroute
direction and for all addressing modes: broadeastticast, and unicast. In this
unacknowledged operation, the MAC PDUs are negilsknowledged nor
retransmitted, even if transmission errors or fdremeors are detected.

Acknowledged Operation

2.6.3.4.3

IPoS provides acknowledged operation over the tertraffic, allocated, and
logical channels. Acknowledged operation uses atoatic Request (ARQ)
procedure providing error correction by retransiois$or the recovery of remote
terminal transmissions that have been corrupted.

The ARQ procedure allows selective repeat retrassion where only those
inroute bursts that are not acknowledged by theititie outroute direction (the
acknowledgment could also be lost) will be retraittsah by the remote terminal.
ARQ go-back-N-based procedure is also supportetiibystandard.

Error detection at the hub and the remote termiax@dased on CRC fields
included at the MAC sublayer.

Contention Access

Contention access based on a backoff-and-retryedure is used on the
unallocated inroute channels to arbitrate the acobmultiple remote terminals
to these inroute logical channels. These inrontdlocated logical channels are
also designated as Aloha channels. The conteptmredure provides the ability
to transmit the same information on two unallocateannels in a scheme
designated as diversity Aloha, which reduces trexalprobability of collision.
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The Aloha channels are primarily used for contrebsages, mainly bandwidth
requests from the remote terminals, in the inradlitection. Piggybacking of
user data with control messages is also suppartdetiAloha channels.

48



13
14
15

16
17
18
19

20
21
22

23
24

25
26

27
28

29
30
31

32
33

TIA-1008B

IPoS PHYSICAL LAYER

3.1 Introduction
This section specifies the PHY portion of the ateiface between the IPoS
remotes and IPoS hub. The requirements providih&interoperation of IPoS
remote terminals, made by different manufactunsith the IPoS hub.

3.2 Physical Layer Overview

The Physical Layer function will provide the phyaidata transfer methods to
the data link and higher layers. At the PHY, IFn&kes no distinction between
the transport methods provided for C-Plane anddanél This distinction is
made at higher layers.

The IPoS PHY is based upon a configuration in whihghtwo directions of
transmission are highly asymmetric. This PHY csissdf:

Outroute transmissions from the IPoS hub to useriteals, which are
forward broadband satellite channels with transimisformats specified
for DVB-S2 [19].

Inroute transmissions from the remote terminakthé&lPoS hub are
point-to-point, return channels, either using baiadthivassigned by the
gateway to individual remote terminals or usingdwidth shared by all
terminals on a contention basis.

Mesh transmissions from one Remote Terminal torethee point-to-
point, return channels using mesh bandwidth asdigmendividual
remote terminals.

The services and functions that are provided byPtH¥ are grouped into the
following subsections for their description:

The outroute baseband processing including the fatidn, coding, and
scrambling of the transport streams of fixed lengbkets.

The inroute baseband processing of U-Plane, C-PéarteM-Plane
inroute information flows.

The performance of local measurements such asrestBi/N,,
recovered clock and status, and supervision opliysical parameters
(such as timing) and their reporting to higher taye

Figure 3.2-1 illustrates the PHY at the IP0oS renaote its relationship to the
MAC sublayer.
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Logical Logical
Channels MAC LAYER Channels
Channel > > Demultiplexer
Selection P
Management
Y Entity y
Inbound Outbound
. [-— - -] .
Processing Processing
Y Time '
&
Modulation [« Frequency f«— Demodulation
Sync
A y
RF Processing
Y
PHYSICAL LAYER

\j

Inbound Outbound
Carrier Carrier

Figure 3.2-1. The Physical Layer and Its Relation  ship to the MAC Layer

3.3 Outroute Physical Layer

IPOS outroute utilizes DVB-S2 [19] compliant modida and coding.

3.4 Inroute Physical Layer

The high-level structure of the inroute transmigiohis shown in figure 3.5-1.
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Figure 3.5-1. High-Level IPoS Inroute Diagram

The following paragraphs describe the blocks itltstd in figure 3.5-1.

16-bit CRC: Used for LDPC inroutes. This unit adds bitshe t
information stream to allow the verification of itdegrity across the
inroute direction.

Scrambler: This unit randomizes the inroute stream to avioéd
concentration of transmitted energy in particulartg of the spectrum.

BCH: Used for turbo-coded inroutes. This unit adds totthe
information stream to allow error detection andenorrection across
the Inroute direction.

Encoder. This unit introduces an error protection bitngsiTurbo-
coding or LDPC techniques

Channel Interleaver. This unit modifies the order of the transmitted
bits in an attempt to randomize the errors intrediia the inroute
channel.

Unique Word (UW): This unit introduces fixed patterns of bits &siat
with the timing synchronization of the receivednsil

Pulse shaping This unit conforms to the spectrum of the traittsd
signal.

Modulator: This unit maps the baseband bits into the ctiagta of
allowed carrier phases.

D/A (digital-to-analog) converter. This unit transforms the digital
samples of the inroute waveform into an analogaign

RF and PA (power amplifier): This unit performs the frequency
translation and amplification of the inroute signal
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3.4.1

Modulation

The IPoS remote shall use Constant Envelope Of&3K (CE-OQPSK)
modulation for the IPoS inroute. The basebandwedemt diagram of the
modulator is shown in figure 3.4.1-1.

> Pulse Filter h(t) >
<L
Input Bit 3 g
Sequence =3 =
— - —»
= C
o =
3 S
= 20)
Q , T2 Y
» » S »
Pulse Filter h(t) Delay )

Figure 3.4.1-1. Block Diagram of the Modulator
The OQPSK baseband signal before the hard lingtgivien by:

2(t) = > {1 (k) th(t - KT,) + j [Q(k) Ch(t - KT, - T, /2)}

where:
I (K) + j [Q(K) denotes QPSK symbol.
Tsis the symbol duration.
h(t) is the shaping pulse created by the shaping filter.

k is the time index.

The mapping between the input bit sequence to thiatutator and the OQPSK
symbol is given in table 3.4.1-1.

Table 3.5.1-1. OQPSK Signal Mapping

Bit Pair (b(2k -1),b(2k)) Modulated Symbol (I(k) +jQ(Kk))
(1, 1) @+ j)/2
©, 1) (-1+ j) /2
(0,0) (-1- j)/2
(1,0) -2
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Pulse Shaping

3.4.1.2

The baseband square root raised cosine filter Bha# a theoretical function
defined by the following expression:

H(f)=1 for| f| < f, - @)

H(f) :{1+lsini[f'“7_|fq} for f,L-a)<|f|< f @+a)

H(f)=0 for |f|> f, L+a)

S is the Nyquist frequency

a is the rolloff factor. For the inroute, the rofiéactora shall be 45%.

Constant Envelope OQPSK

3.4.2

The representation of the CE-OQPSK-modulated Riecafter the hard limiter
is:

s(t) = Real{\/E % exp(j27fct + go(t))}

Unique Words

The length of Unique Word for FEC rates Y2, 2/3 4tb8/10 is 27 symbols. The
length of Unique Word for R1/3 FEC is 48 symbotieritical Unique Words are
used for both star and mesh network topologiesquunWords are employed
unchanged if spreading is used.

FEC 1/3 Unique Word

In Phase 1000 0011 0010 0101 0111 1010 0100
0010 0010 1110 1100 0011

Quadrature 1010 1100 1101 1110 1111 1000 0111
1000 0110 0110 0110 1010

FEC 1/2 Unique Word

In Phase 0101 0100 1110 0101 1111 1000 011

Quadrature 0011 1011 1011 1001 0110 0101 101
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3.4.3

FEC 2/3 Unique Word
In Phase 0111 0110

Quadrature 0100 0100

FEC 4/5 Unique Word

In Phase 0011 1011
Quadrature 0101 0100
FEC 9/10 Unique Word

In Phase 0100 0100

Quadrature 1110 0110

1011 1000

0010 1111

1011 1001

1110 0101

0010 1111

1011 1000

The left-most bit of the UW is transmitted first.

Coding

1110

0100

0110

1111

0100

0111

0110

0011

0101

1000

0011

0110

110

010

101

011

010

110

3.43.1

IPoS Remote Terminals may use two types of encalihgmes in the inroute

direction:

1. Turbo encoding, where data is passed through tiaentder, followed by
the BCH encoder, Turbo encoder and channel intatea

2. LDPC coding, where data is passed through the ScB&mbler [20],
followed by the CRC calculator, LDPC encoder andsBformatter.

Turbo Coding with BCH

When Turbo coding is used, the IPoS terminals sisIBCH code as shown in

this section for link layer check, Where Turbo cayplis used, a channel

interleaver shall also be used. A block diagrarthisf encoder is illustrated by

figure 3.4.3.1-1.
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Information Bits|
—_

Unique
Word
Turbo
_ | BCH Code Channel - =
Scramble ""| Generator Code Interleaver £ Modulator
Generator

Figure 3.4.3.1-1. IPoS Turbo Coder with BCH Block D  iagram

34311

The BCH coding has the ability to correct two bibes and to detect if a burst
has more than two bit errors.

BCH Coding

The BCH encoding uses a single BCH "mother" codeth& BCH codes for
different block sizes will be obtained by shortenthe mother BCH code. The
output of the BCH encoder is stuffed with 1 bitOafo make 40 bits and sent to
the Turbo encoder.

If the maximum size before turbo encoding is 8184 dr 1023 bytes, the mother
BCH code is(n,,, K,.,) =(8191, 8152) (bits), i.e. 39 bits of redundancythwi
generator polynomial,

o) =(@+x+X +X X)X 1K+ +X X+ x A+ x+X +X 8+

or

g(¥) =143+ +3C +X X 38 IO+ X2 XA+ X BB 3+ 4+
XX+ X+ +

With systematic encoding, shortening is achievedssigning a group af
information bits to 0. After encoding, thosenformation bits are deleted from

the code word leading to &m,, — S,K, ., — S) code.

Systematic BCH encoding of information hits= (m, _,,m, _,,...,m;,m,)
onto a codeword

c=(m, ., m _...m,myd, . ,.d, _ _,,...dyd,)isachieved as
follows:

Multiply the message polynomial(x) =

Koen—1 Koen—2 Moch~Koch
M, X +m X 4+ mx+ my by X
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Divide X" m(x) by g(x). Let d(x) = d
the remainder.

XMt 4+ d, x+d,be

Npch ~Koen =1

Set the codeword polynomia(Xx) = X" my(x) + d(X)

3.4.3.1.2 Turbo Generator
The unit shall implement a Turbo encoder that asgarsed
parallel-concatenated convolutional code (P2C3®e f®yure 3.4.3.1.3-1.
k L
{udg 1 info bits
- P
p KPR only parity bits U
ﬁuk}k I{uk}k P1 _ | Constituent |
"| Encoder A o N
p C
k PR kPRS
A {{uk}k p1rikhp Rl only parity bits 5 L e
R _| Interleaver _ | Constituent o g1k L
S B Encoder B R {Yk}k 1
wak b E -
R {{uk}L3 l,{uk}t E s 18 only parity bits R
_ | Interleaver _ | Constituent o
C Encoder C o

Figure 3.4.3.1.3-1. Encoder Block Diagram for Par sed Parallel Concatenated

343121

Convolutional Codes

This is a Rate 1/2 systematic, recursive, convahati code where the parity bit
and next state equations are given in the followgiigsections.

Parser

Each constituent encoder processes approximatehttinds of an L information
bit. Information bits in a bursfu,} = , are divided into three subgroups: the
first P bits{u,}"_,, the following R bits{U }sre , and the last S bits

{U.K}EZEIQE The values P, R, and S are determined as fallows

if (Lmod3)=0,thenP=R=S=L/3
if (Lmod3)=1thenP=(L-1)/3+1,R=S=(L-1)/3
if (Lmod3)=2thenP=R=(L-2)/3+1,S=(L-2)/3

Note that currently the burst payload size shallestricted to an integer number
of bytes, hence, P, R, and S all have the same.valu
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The bits in{u, };_, and{u,}-F:F are encoded by constituent encoder A, while
the bits in the{U } b and{u,}*=>*%*S are encoded by constituent encoder B,

and the bits i{u,}{, and{u,}=5:%:> are encoded by constituent encoder C.

Moreover the information bits to constituent enasdg& and C are interleaved
before encoding. The constituent encoder is shoviigure 3.4.3.1.3.1-1.

Uk

eee +

Yk

4
2%
4
o,
v,

~o 4’@
4
dﬁ
\

+ » S0

Figure 3.4.3.1.3.1-1. Constituent Encoder (Dotted Lines Effective for Trellis

3.4.3.1.2.2

Termination Only)

This is a Rate Y2, systematic, recursive, convatalicode where the parity bit
and next state equations are given by:

Yk =Wk+5t?+§f
2

— ol 1 N} 0o _
Sk+1 _Sk’SK+1 _Sk1andsx+l _Wk
W, =U, +S, +5¢

Trellis Termination

Tail bits shall come from the current contentshaf $hift registers as shown in
figure 3.4.3.1.3.1-1. Moreover, because of thebdunterleaver, the contents of
the shift that register at the beginning of treiemination (after the encoding of
information bits) are different for each constituencoder. Therefore for the
eight-state Turbo code (with three memory elemeatf)tal of 3 x 3 = 9 tail
input bits are required to terminate all three titunsnt encoders. Together with
parity bits, a total of 9 x 2 = 18 bits are tranted for trellis termination.

To represent the output of the Rate Y% turbo coeléalfowing notation is used:

Systematic bits before interleaving: u(1), u(2B)u(..., u(L)
Transmitted parity bits of encoder Ai(%), Ya(3), Ya(5), ..., Ya(2L/3-1)
Transmitted parity bits of encoder B(¥), &(3), &(5), ..., w(2L/3-1)
Transmitted parity bits of encoder G(8), c(4), ¥<(6), ..., ¥(2L/3)
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3.43.1.2.3

Systematic and parity tail bits of encoder Ax(0), yTa(0), uTa(1), yTa(1),
UTa(2), YTa(2)
Systematic and parity tail bits of encoder B (@), yTg(0), uTs(1), yTs(1),
uTs(2), yTs(2)
Systematic and parity tail bits of encoder C&(@J, yTc(0), uTe(1), yTc(1),
uTe(2), yTe(2)

The output bit representation for the Rate ¥ tuxdmbe is then:

u(1), ya(1), u(2), w(3), ....,u(L/3), w(2L/3-1),

u(L/3+1), y(1), u(L/3+2), ¥(2), u(L/3+3), ¥(3),....,u(2L/3), v(L/3),
UTA(O)! yTA(o)! UTA(l)! yTA(l)i UTA(Z)! yTA(z),

u(2L/3+1), w(L/3+1), u(2L/3+2), y(L/3+2), u(2L/3+3), y(L/3+3),....,u(L),
yc(2L/3),

UTB(O)! yTB(O), UTB(l)! yTB(l)! UTB(Z)! yTB(Z)

uTc(0), yTc(0), uTe(1), yTe(1), UuTe(2), YTe(2)

Interleavers for Parser Output

The parser output sequence shall be interleaventdotiie encoder. The
following steps describe the interleaver designretie input sequence in a
burst can have an arbitrary length.

Step 1: Given a desired burst size of L, find the threegets P, R, and S, as
follows:

if (Lmod3)=0,thenP=R=S=L/3
if (Lmod3)=1,thenP=(L-1)/3+L,R=S=(L-1)/3
if (Lmod3)=2thenP=R=(L-2)/3+1,S=(L-2)/3

Step 2: Construct three interleavers - IP, IR, and IS hwizes P, R, and S,
respectively, and explained in the Note below.

Step 3: Interleaver B (denoted by IB) has size R+S and sleelormed by
interlacing IR and an identity interleaver of s&e Interleaver C
(denoted by IC) has size P+S and shall be forméddtbglacing IP and
IS.

The following shows an example where the interle@vef sizeL =11.

Stepl: P=4,R=4,S=3

Step 2: Suppose the interleaver tables IP, IR, and IS @anstoucted as follows:
IP =(1,3,0,2), IR = (2,0,3,1), IS = (2,0,1)

Step 3: IB=(2,4,0,5,3,6,1) and IC = (1,6,3,4,0,5,2)

Note:  Procedure to obtain the interleaver tabkedR, andIS

First, determine two parametersandc, from table 3.5.3.2.3.3-1, which are a
function of interleaver size (R or S forlR andlS generation).
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Table 3.4.3.1.3.3-1. Parameters R and C for Various Interleaver Size

Interleaver Size Interval R C
[64, 128] 4 3

[129, 208] 4 4

[209, 256] 5 3

[257, 416] 4 5
[417,512] 5 4

[513, 1024] 5 5
[1025,2048] 5 6

Initially all bits are zero.

Take the first bits ini and multiply by a constantin table 3.5.3.2.3.3-2
determined by the bit-reversed ladtits of i. Then keep the last(LSB) bits of
the multiplication to get the lasthits of another +c bit integer variabl¢. The
bit-reversed last bits inibecome the first bits in j:

§ =B 40aByscop--beoby.. by Wherebgby..b,; = LSEK* (gby.. b )]
If j is less thaP, accept it to the interleaver table asj(); otherwise, discard it.

Increment thd by 1 (i =i +1) and repeat steps 3 and 4 until all P valuesef th
interleaver table are obtained.

Table 3.4.3.1.3.3-2 shows values for various ipterér sizes.

Table 3.4.3.1.3.3-2. Values for Various Interleaver Sizes

[64-128] | [129-208] | [209-256] | [257-416] | [417-512] | [513-1024] | [1025-2048]
P R S|P R S|P R S|P R S|P R S|P R S|P R s
1 5 7 5 9 13 1 5 7 11 25 13 9 5 11 29 1 27 55 57 9
3 3 5 13 1 3 3 3 5 21 17 1 3 11 7 1 13 15 13 1 43
5 7 1 7 5 15 5 7 1 7 9 3 13 1 1 27 17 19 7 15 35
7 1 3 11 7 7 1 3 29 3 19 7 7 9 5 9 3 59 23 23
5 7 1 11 13 5 5 7 1 1 15 29 11 3 3 11 19 5 15 49 7
7 1 3 15 3 1 7 1 3 15 11 17 1 5 7 17 27 9 11 33 21
1 5 7 3 7 11 1 5 7 17 23 7 3 9 5 3 5 13 61 61 53
3 3 5 9 15 9 3 3 5 13 31 21 15 13 13 7 29 17 27 3 19
3 1 5 11 7 11 3 1 5 27 19 31 9 15 11 21 21 5 35 11 61
5 5 1 3 11 5 5 5 1 5 1 5 1 7 3 19 31 31 31 19 25
7 3 3 7 1 9 7 3 3 3 27 25 7 1 1 13 5 25 51 29 1
1 7 7 13 9 13 1 7 7 23 13 23 13 9 5 1 13 15 3 41 11
7 3 3 5 15 7 7 3 3 9 5 9 7 13 7 7 11 13 17 63 29
1 7 7 9 13 1 1 7 7 19 21 15 5 15 13 23 25 11 39 7 39
3 1 5 15 3 15 3 1 5 25 7 27 11 3 9 15 7 9 49 31 41
5 5 1 1 5 3 5 5 1 31 29 11 9 1 3 9 23 1 41 35 59
3 1 7 15 7 15 29 3 27 21 55 63
1 1 5 3 3 11 31 15 19 63 25 17
3 7 3 3 9 1 3 19 29 9 45 27
5 3 1 7 5 13 13 25 23 1 21 45
7 5 1 11 13 5 19 31 11 19 17 51
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[64-128] | [129-208] | [209-256] | [257-416] | [417-512] | [513-1024] | [1025-2048]
P R S|P R S|P R S|P R S|P R S|P R S|P R s
1 1 3 1 11 11 27 29 7 33 39 13
1 7 7 5 15 13 17 1 25 47 51 57
5 3 7 15 3 9 5 23 21 23 5 3
5 7 5 15 1 15 11 3 17 29 27 49
1 5 1 11 15 7 23 9 23 5 37 31
7 5 5 1 9 3 31 11 1 57 13 15
7 1 3 5 5 9 25 15 31 43 9 5
3 3 7 9 7 1 9 17 3 25 59 33
5 3 3 13 11 5 25 21 7 53 53 55
7 5 5 5 13 15 15 27 29 37 47 47
3 7 1 13 11 15 21 7 21 45 43 37
3.4.3.1.3 Puncturing

The output bits of each constituent encoder aretpoed to achieve the desired
code rate. For IP0S, code Rate Y2 shall be achigyé&gnsmitting all

information bitt{uk} EZIL‘ , While every other bit of encoder output shall be
punctured. (A puncturing pattern of 10 is appliedhe first two encoder
outputs, whereas a pattern of 01 shall be appti¢ket last encoder outputs.) The
puncturing patterns for all the code rates arengeffin Table 3.4.3.1.4-1.

Table 3.4.3.1.4-1. Puncturing Pattern for TurboCodi  ng with BCH
Code Rat Constituent Encode | Constituent Encod
A and B C
1/3 1 1
1/2 10 01
2/3 100( 010c
4/5 10000001 01000001

3.43.14

Channel Interleaver

The channel interleaver is a block interleaver simall have a size as large as
2048 bits. The channel interleaver shall interbean the bit, not the symbol,
boundary. Where the burst (or subburst) size @kticoded bits is greater than
2048 bits, the burst size shall be partitioned into equal segments. If the
segments are still greater than 2048 bits in #iwx each segment is further
divided into two equal parts. For various encobet sizes of E bits, the
encoded bit sequence shall be segmented into tbwiiog lengths to remain
within the maximum interleaver size limit:

E for O bit <E < 2048 bits
E/2,E/2 for 2048 bits <E < 4096 bits
E/4+1,E/4+1,E/4,E/4 for 4096 bits <€ < 8192 bits
E/8+1,E/8+1,E/8, E/8, E/8, E/8, E/8, E/8 for 8192 bits <€ < 12306 bits

For each data segment, the actual interleaveshiaikbe the smallest power of
2 greater than the segment size. When possildeumber of columns shall be
the same as the number of rows. When it is natiples the number of columns
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shall be twice as many as the number of rows. €rald.3.1.5-1 illustrates the
size of the interleaver.

Table 3.4.3.1.5-1. Channel Interleaver Sizes (Example)

Size (Number of Encoded Bits) Number Rows Number Columns
Less than 257 16 16
257 to 512 16 32
513 to 1024 32 32
1025 to 2048 32 64

3.4.3.2

The data shall be written into the interleaver fritve lowest numbered column
to the highest numbered column of the lowest nuethesw before proceeding
to filling the next higher numbered row. The itdaved data are read from the
interleaver from the lowest numbered row to thénbigl numbered row of the
lowest numbered column before proceeding to outmuhext higher numbered
column. If a location of the interleaver has ne¢b written to, that location shall
be skipped during the interleaved output sequence.

LDPC coding

When LDPC coding is used, the IPoS terminals sisdICRC-16. A block
diagram of this encoder is illustrated by figuré.3.2-1.

Unique
Word
Information Bits ) LDPC
Sc\r/a'::qsble > 106'_:(%1 —»  Code £ | » Modulator |—»
Generator x

Figure 3.4.3.2-1. |PoS LDPC encoder with CRC-Che ck Block Diagram

3.4.3.2.1 Data Scrambler
The LDPC coder shall use the CCITT v.35 data sclanip0] without the
modifications defined in subsection 3.4.3.1.2.

3.43.2.2 Cyclical Redundancy Check

Each packet is protected by a 16-bit CRC. Thedsghit of the MSB shall be
sent out first when the scrambler requires the @RIGe. Other aspects of the
hardware CRC generator are:

62
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¢ CRC-16-CCITT generator polynomial:

gX¥) =xC+x2+x+ 1

¢ The state of all registers shall be set to ona&beginning of each
packet.

«  While all systematic bits shall be transmitted withinversion, the
checksum bits shall be inverted prior to transroissi

The data format entering the sequential codelustibted by figure 3.4.3.2.2-1.

Actual 1¢-bit
CRC value

Packet Data 1 | CRCi | Packet Data 2 | CRC 2 | [ N N J Packet Data | CRCn |

Yy
>

| Time
gl

N bits

3.4.3.2.3

Figure 3.4.3.2.2-1. Data Format Entering Scramble r

LDPC Block Sizes, Rates and Degree Distir  bution

3.4.3.23.1

IPoS OQPSK LDPC defines three different code rdté%:2/3 and 4/5. There
are 22 differentodedblock sizes for each code rate: 720, 960, 12000,14830,
1920, 2160, 2400, 2640, 2880, 3120, 3360, 36000,38280, 4320, 4560, 4800,
5040, 5280, 5520 and 5760 coded bits, corresporidiBgipto 24 slots. Bursts
that are longer than 24 slots are obtained by gpdiinltiple shorter LDPC codes
of “almost equal” sizes. Out of 22 block sizeghgiof them correspond to
mother LDPC codes. They are 720, 960, 1440, 21880,23600, 4320 and 5760
bit blocks. The other 14 codes are derived frommtioéher codes by shortening
and puncturing.

LDPC encoder systematically encodes an input btdakze ki, i

= (io,il,___,ik‘dpc_l) onto a codeword of sizB,., C

= (io,il,___,ikldpc_l, Po» pl""pn.dpc—kmpc—l) . As mentioned above, for certain block

sizes, the LDPC code is obtained from another béiwd mother code using
shortening and puncturing. The number of shortemetpunctured bits will be
denoted by<SandXP, respectively. The procedures are specified issgbent
sections.

Shortening and Puncturing

For shortening, th&Shits starting from index X in the input block are set to
0 before encoding. After encoding, these bits angted from the resulting
codeword before transmission.
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For puncturing, the followingP parity bits are not transmitted:
where XP.

periof

and
p X offset ’ p X offset ™ XPpenod ! p X offset ¥ 2 xppenod ! ! p X offset * ( XP_]-) XPpenod d

X are code dependent parameters. (Note that thedrgy bit is denoted as
Po)

offset

For each block size which is not a mother code sieeparameters related to
shortening and puncturing as well as the mothee é®diven in Table
3.4.3.2.3.1-1.

If K mother@and Nrother denote the number of uncoded and coded bits ahtitber
code respectively, then the derived code will have

K= Kmother' XS

N = Nmother- XS - XP

Table 3.4.3.2.3.1-2. Shortening and Puncturing Para meters

Rate/Block size XS XSqtart XP XPperiod Xoftset mother code
1/2 120( 12C 0 12C 6 0 1/2 144(
1/2 168l 24C 0 24C 4 0 1/2 216(
1/2 192 12C 0 12C 9 0 1/2 216(
1/2 240( 24(C 0 24C 4 0 1/2 288(
1/2 264 12C 0 12C 12 0 1/2 288(
1/2 312 24C 0 24C 7 6 1/2 360(
1/2 336( 12C 0 12C 15 0 1/2 360(
1/2 384( 24C 0 24C 9 0 1/2 432(
1/2 408( 12C 0 12C 18 0 1/2 432(
1/2 456( 60C 0 60C 3 0 1/2 576(
1/2 480! 48C 0 48C 3 0 1/2 576(
1/2 504( 36C 0 36C 8 0 1/2 576(
1/2 528( 24C 0 24C 12 0 1/2 576(
1/2 552 12C 0 12C 24 0 1/2 576(
2/3 120! 16C 48C 8C 6 0 2/3 144(
2/3 168! 32(C 72C 16C 3 0 2/3 216!
2/3 192 16C 72C 8C 9 0 2/3 216(
2/3 240 32C 96C 16C 6 0 2/3 288(
2/3 264 16C 96C 8C 12 0 2/3 288(
2/3 312 32C 120 16C 7 1 2/3 360(
2/3 336! 16C 120 8C 15 0 2/3 360(
2/3384( 32C 144( 16C 9 0 2/3 432
2/3 408! 16C 144( 8C 18 0 2/3 432
2/3 456! 80C 192(C 40C 3 0 2/3 576(
2/3 480! 64C 192( 32C 3 0 2/3 576!
2/3 504( 48(C 192(C 24C 8 0 2/3 576(
2/3 528! 32C 192( 16C 7 3 2/3 576!
2/3 552 16C 192( 8C 24 0 2/3 576!
4/5 120! 192 28¢ 48 6 0 4/5 144(

64
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4/5 168! 384 1104 96 4 0 4/5 216(
4/5 192( 192 432 48 9 0 4/5 216(
4/5 240( 384 57€ 96 6 0 4/5 288(
4/5 2641 192 57€ 48 12 0 4/5 288(
4/5 312( 384 72C 96 7 4 4/5 360(
4/5 336( 192 72C 48 15 0 4/5 360(
4/5 3841 384 864 96 9 0 4/5 432(
4/5 408! 192 864 48 18 0 4/5 432(
4/5 456( 96( 1152 24C 4 0 4/5 576(
4/5 480( 76€ 1152 192 6 0 4/5 576(
4/5 504( 57€ 1152 144 8 0 4/5 576(
4/5 528 384 1152 96 12 0 4/5 576(
4/5 552! 192 1152 48 24 0 4/5 576(
9/10 120! 21€ 0 24 N/A 9 9/10 144
9/10 168I 432 0 48 N/A 3 9/10 216!
9/10 192 21€ 0 24 N/A 0 9/10 216!
9/10 240! 432 0 48 N/A 2 9/10 288!
9/10 264! 21€ 0 24 N/A 0 9/10 288!
9/10 312 432 0 48 N/A 5 9/10 360!
9/10 336! 21€ 0 24 N/A 1 9/10 360!
9/10 384 432 0 48 N/A 2 9/10 432
9/10 408 21€ 0 24 N/A 4 9/10 432
9/10 456! 108( 0 12C N/A 0 9/10 576!
9/10 480! 864 0 96 N/A 0 9/10 576!
9/10 504 64¢ 0 72 N/A 4 9/10 576!
9/10 528 432 0 48 N/A 2 9/10 576!
9/10 552 21€ 0 24 N/A 4 9/10 576!
3.4.3.2.3.2 Degree Distribution
For each mother LDPC code, the degree distributfdsit nodes is given in
Table 3.4.3.2.3.2-1 where N denotes the total numbleit nodes, i.e. coded
block size. For each code, all of the check nodesp one have the same
degree, namelyd7 for rate 1/2, gk11 for rate 2/3, d=10 for rate 4/5 ang84
for rate 9/10. The remaining check node has degmnedess.
Table 3.4.3.2.3.2-3. Degree Distribution of Bit Nod es
Rate 8 7 6 5 4 3 2 1
1/2 N/4 N/4 N/2-1 1
2/3 N/6 N/6 N/3 N/3-1 1
4/5 2N/5 2N/E N/5-1 1
9/1(C N/2 2N/E N/1C-1 1
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3.4.3.2.4 LDPC Encoding

The task of the encoder is to determmg, — k. parity bits

(Pos Pyseess pnmm_kmpc_l) for every block ofk , . input bits, (io,il,...,ikmm_l) . The

ldpc
procedure is as follows:
* Initialize p, = p, =p,=...=p, 4, =0

« Accumulate the first input bit,, . For example, for 2/3 720 code,

Pas = Pes Ui

Pui7 = Py Ol

p156 p156 D I

p169 - p169 D I

p23l p23l D I

p126 p126 D I

pllZ p112 D I

p106 p106 D I
(All aditions are modulo 2)

 For the nexM-1 input bits,i,,,m=12,....M =1  accumulatd , at
parity bit addressefx + mmodM x g} mod(,,. = K,.) whereX
denotes the address of the parity bit accumulaiwesponding to the

Idpc

nIdpc - kIdpc

first bit i,and q = . Continuing with the example,

M =3Qq=8for 2/3 720 code. So for example for input kit the
following operations are performed,

Po1 = Poy Ly
Pizs = Pros Uy
Pioa = Prea Uiy
Pi77 = Pozr Uy
Pasg = Pz U5
Pisa = Piaa Uy
Pizo = Pizo Uy
Pria = Pra Uy

* In a similar manner the addresses of the paritgdntimulators for the
following M-1 input bits i ,m=M +1M +2,...2M -1 are
obtained using the formulax + mmodM x g} mod(,,. = Kig,c)

66
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where Xdenotes the address of the parity bit accumulatesponding
to the input biti, .

* In a similar manner, for every groupMfnew input bits, a new row is
used to find the addresses of the parity bit actators.

After all of the input bits are exhausted, the ffiparity bits are obtained as

follows,
» Sequentially perform the following operations staytwith i =1
pp=p 0p, i= 12,...,Ng _kldpc -1
* Final content ofp;, i = 04,..,n,. —k,. =1 is equal to the parity bit
E

3.4.3.25 System Constellation and Interface betwee n the Demodulator
and Decoder

QPSK constellation is given in Figure 3.4.3.2.9-fke 1/Q demod output is first
multiplied by a constant and quantized to the retanéeger between -15 and
+15. The multiplying constant is given in Table.8.2.5-1, assuming that the
noise-free QPSK symbol is on the unit circle.

11 01

Figure 3.4.3.2.5-1. QPSK Symbol Constellation
Table 3.4.3.2.5-4. Multiplying Constant for QPSK LD PC Codes

Code Rate Constant
Y 5.1
2/3 7.€
4/5 11.2
9/10 17.C
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1
2 344 Inroute Framing Structure
3 In the inroute link, IP0S uses a periodic TDMA sttue that permits several
4 remotes to share the same inroute carrier or gobugoute carriers. This
5 TDMA structure includes:
6 * A frame duration of 45 msec
7 » A superframe consisting of eight frames with a tlareof
8 8 * 45 = 360 msec
9 Each frame is divided into slots. The number ofssper frame, N, depends
10 upon the transmission rate and the type of encadsed in the payload of the
11 burst. Figure 3.4.4-1 illustrates inroute framing.
360 msec
Superframe 1 2
45 msec
e —
Frame 0 1 2 3 4 5 6 7
45 msec
Slot 0|1
Burst Length (variable di dingonr
B E—
Burst
Number of slots per frame defined in table 3.4.4.1-1
12 Burst structures are defined in table 3.4.5.2.2-1 through table 3.4.5.2.39-1
13 Figure 3.4.4-1. Inroute Framing Structure

14  Onturbo coded inroute, the number of unencodeeshyyer burst must be a multiple of three.
15 The remote shall add or subtract one byte if thezated bytes in the burst is not a multiple of
16 three.

17

68
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3.44.1 TDMA Slots

Table 3.4.4.1-1 shows the number of slots per fraheeduration of the slots,
and the number of modulated symbols for the diffetensmission rate and
coding schemes.

Table 3.4.4.1-1 IPoS Inroute TDMA Characteristics

Burst Type
Unco
ded
CRC Symbol Byte | Coded Slot
FEC or Rate Slots S Bits Time
Encoding | BCH (ksps) /Frame /Slot /Slot (us)
BTCH256 1/3TB 1/3 Turbo BCH 256 96 10 240 468.75
BTCH256 1/2TB 1/2 Turbo BCH 256 96 15 240 468.75
BTCH256_2/3TB 2/3 Turbo BCH 256 96 20 240 468.75
BTCH256 4/5TB 4/5 Turbo BCH 256 96 24 240 468.75
BTCH512 1/3TB 1/3 Turbo BCH 512 192 10 240 234.375
BTCH512 1/2TB 1/2 Turbo BCH 512 192 15 240 234.375
BTCH512 2/3TB 2/3 Turbo BCH 512 192 20 240 234.375
BTCH512 4/5TB 4/5 Turbo BCH 512 192 24 240 234.375
BTCH1024 1/3TB 1/3 Turbo BCH 1024 384 10 240 117.1875
BTCH1024 1/2TB 1/2 Turbo BCH 1024 384 15 240 117.1875
BTCH1024 2/3TB 2/3 Turbo BCH 1024 384 20 240 117.1875
BTCH1024 4/5TB 4/5 Turbo BCH 1024 384 24 240 117.1875
BTCH2048 1/3TB 1/3 Turbo BCH 2048 768 10 240 58.59375
BTCH2048 1/2TB 1/2 Turbo BCH 2048 768 15 240 58.59375
BTCH2048 2/3TB 2/3 Turbo BCH 2048 768 20 240 58.59375
BTCH2048 4/5TB 4/5 Turbo BCH 2048 768 24 240 58.59375
BTCH4096_1/2TB 1/2 Turbo BCH 4096 1536 15 240 29.29687
BTCH4096_2/3TB 2/3 Turbo BCH 4096 1536 20 240 29.29687
BTCH4096_4/5TB 4/5 Turbo BCH 4096 1536 24 240 29.29687
BTCH6144 1/2TB 1/2 Turbo BCH 6144 3072 15 240 14.64837
BTCH6144 2/3TB 2/3 Turbo BCH 6144 3072 20 240 14.64837
BTCH6144 4/5TB 4/5 Turbo BCH 6144 3072 24 240 14.64837
ATCH256 1/2LDPC 1/2 LDPC CRC 256 96 10 240 468.75
ATCH256_2/3LDPC 2/3 LDPC CRC 256 96 15 240 468.75
ATCH256 4/5LDPC 4/5 LDPC CRC 256 96 24 240 468.75
ATCH256_9/10LDPC 9/10 LDPC CRC 256 96 27 240 468.75
ATCH512 1/2LDPC 1/2 LDPC CRC 512 192 15 240 234.375
ATCH512_2/3LDPC 2/3 LDPC CRC 512 192 20 240 234.375
ATCH512_4/5LDPC 4/5 LDPC CRC 512 192 24 240 234.375
ATCH512 9/10LDPC 9/10 LDPC CRC 512 192 27 240 234.375
ATCH1024_1/2LDPC 1/2 LDPC CRC 1024 384 10 240 117.1875
ATCH1024 2/3LDPC 2/3 LDPC CRC 1024 384 15 240 117.1875
ATCH1024_4/5LDPC 4/5 LDPC CRC 1024 384 24 240 117.1875
ATCH1024 9/10LDPC 9/10 LDPC CRC 1024 384 27 240 117.1875
ATCH2048_1/2LDPC 1/2 LDPC CRC 2048 768 10 240 58.59375
ATCH2048 2/3LDPC 2/3 LDPC CRC 2048 768 15 240 58.59375
ATCH2048_4/5LDPC 4/5 LDPC CRC 2048 768 24 240 58.59375
ATCH2048_9/10LDPC 9/10 LDPC CRC 2048 768 27 240 58.59375

The slot designator number starts at 0 and endslat
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3.4.5

Burst Formats

3451

Two types of burst are used in the inroute directio
1. The user burst is used for data traffic over tmedte channels.

2. Ranging burst used by remotes to obtain delay amepinformation
and to carry resource requests to the IPoS hub.

Each of these types of burst is associated witlfferent time uncertainty in its
arrival at the hub or aperture, but each one Umesame burst format with
different data in the payload. This time uncettaassociated with the
misalignment of the timing between the hub and tesiand the uncertainties in
the satellite position are designated as aperflihe distinction between Ranging
and User bursts is defined by the Burst Allocatfatcket (BAP) defined in
Section 4.

Apertures

3.4.5.2

The imprecision in the arrival of the inroute barat the hub defined at the slot
boundaries is designated as the aperture. Thextuaptypes are defined:

1. For user data bursts, there is open loop timingtape
2. For user data bursts, there is closed loop timpegtare.

3. The ranging burst aperture: 1 ms aperture indepegrddepen and
closed loop timing.

With open-loop timing, the streaming user burstraype of 125 microseconds is
used irrespective of symbol rates. The aloha ugest laperture is always 125
microseconds inrrespective of open and closed finapg. However, with
closed-loop timing, the aperture size for 4096 @hd4 Ksps is given by table
3.4.5.1-1.

Table 3.4.5.1-1. Closed-Loop Timing Mode Stream Dat a Aperture

Aperture size
Symbol Rate | (us)

4096 Ksps 42

6144 Ksps 28.5

User Data Burst Structure

Inroute transmissions are made with variable-letgifsts occupying one or
more consecutive slots in the frame using eithefdtHowing coding types;

* Turbo coding coding or
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 LDPC coding.

Figure 3.4.5.2-1 illustrates the burst format fur inroute turbo-coded burst.

Unique Word User Data BCH Tail Unique Word
Radio Turn Radio Turn- Radio Tum
On off on

Guard Time

128 kbps +

Figure 3.4.5.2-1. Burst Elements Turbo Coded Inro  ute
Figure 3.4.5.2-2 illustrates the burst format fur inroute LDPC-coded burst.

User Data (one or more

Radio | Unique Word LDPC blocks) CRC | Radio Radio | Unique Word

Turn On Turn-Off Turn On

-

Guard Time

Figure 3.4.5.2-2. Burst Elements LDPC

The burst formats for Turbo-coded and LDPC-codaxblroutes include the
following elements:

e Guard time or minimum separation between conselivsts.
* Radio turn-on or ramp-up time to control the entisgf the burst.

» Radio turn-off or ramp-down period to control thmissions of the burst.
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* The UW is the preamble used to perform PHY procesdated to
frequency estimation, time estimation, and thawesion of the
beginning of the burst.

» Payload is used to convey encoded informationHerhigher layers.
» Tail bits used to flush the encoders.

One LDPC-coded burst may contain one or more thn@lL®PC blocks as
specified in Table 3.4.5.2-1 .The duration of asbpayload is an integer number
of slots from 1-to-N-1 slots in the frame.

Table 3.4.5.2-1. Burst Slot and LDPC blocks

Burst Payload

Slots LDPC Blocks
3 LDPC720
4 LDPC960
5 LDPC1200
6 LDPC1440
7 LDPC1680
8 LDPC1920
9 LDPC2160
10 LDPC2400
11 LDPC2640
12 LDPC2880
13 LDPC3120
14 LDPC3360
15 LDPC3600
16 LDPC3840
17 LDPC4080
18 LDPC4320
19 LDPC4560
20 LDPC4800
21 LDPC5040
22 LDPC5280
23 LDPC5520
24 LDPC5760
25 LDPC2880 + LDPC3120
26 LDPC3120 + LDPC3120
27 LDPC3120 + LDPC3360
28 LDPC3360 + LDPC3360
29 LDPC3360 + LDPC3600
30 LDPC3600 + LDPC3600
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Burst Payload
Slots LDPC Blocks
31 LDPC3600 + LDPC3840
32 LDPC3840 + LDPC3840
33 LDPC3840 + LDPC4080
34 LDPC4080 + LDPC4080
35 LDPC4080 + LDPC4320
36 LDPC4320 + LDPC4320
37 LDPC4320 + LDPC4560
38 LDPC4560 + LDPC4560
39 LDPC4560 + LDPC4800
40 LDPC4800 + LDPC4800
41 LDPC4800 + LDPC5040
42 LDPC5040 + LDPC5040
43 LDPC5040 + LDPC5280
44 LDPC5280 + LDPC5280
45 LDPC5280 + LDPC5520
46 LDPC5520 + LDPC5520
47 LDPC5520 + LDPC5760
48 LDPC5760 + LDPC5760
49 LDPC3840 + LDPC3840 + LDPC4080
50 LDPC3840 + LDPC4080 + LDPC4080
51 LDPC4080 + LDPC4080 + LDPC4080

3.45.21 Burst Time Alignment

The inroute bursts are transmitted by the IPoS temdh their payloads aligned
to the boundaries of the slots of the frame as shHaviigure 3.4.5.2.1-1.

Slot 1 Slot 2

Unique Word User Data
Radio Turn
On

Y

Time Aperture

Figure 3.4.5.2.1-1. IPoS Slot Frame Boundaries
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1 The burst transmitted by a remote terminal begirtseaend of the first slot
2 allocated to the terminal for inroute transmissitie payload begins at the
3 beginning of the second allocated slot and extémtise last allocated slot. The
4 tail and the turnoff time of the burst are senaislot that is not allocated to the
5 terminal but that is unused by the beginning ofltbest from the next-allocated
6 terminal.
7 At the IPoS hub, the maximum misalignment betwderréceived burst and the
8 frame boundaries is the aperture of the correspgnalirst. Figure 3.4.5.2.1-2
9 illustrates this misalignment between bursts.
10
Dead Time
Postamble
Unique Word User Data or Unique Word User Data
Radio Tum Tail Radio Tum- J Radio Tum
On off Oon
1 1 Time Aperture > GuardTme Time Aperture >
12 Figure 3.4.5.2.1-2. Multiple Bursts Received Time  Misalignment at IPoS Hub

13 3.45.22 BTCH256_1/3TB: 256 ksps Service Burst Str  ucture — Turbo
14 R1/3 with BCH

15 The burst overhead is one slot, with 96 slots pemdllisecond frame. However,
16 a maximum burst length is 76 slots. The Tail el Turn-off are sent in a slot
17 not allocated to the terminal, but this is alloveaace the first portion of the next
18 allocated slot is unused since it is the beginmihg burst. See table 3.4.5.2.2-1.

Table 3.4.5.2.2-1 Burst Structure for 256 ksps Turbo with BCH (BTCH  256_1/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 48 187.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 10 bytes of user traffic
Postamble (or Tail) 9 35.2
Radio Turn-off <=19

19
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BTCH256_1/2TB: 256 ksps Service Burst Str  ucture — Turbo
R1/2 with BCH

The burst overhead is one slot, with 96 slots pemdllisecond frame. However,
a maximum burst length is 51 slots (765 user bytége Tail and radio Turn-off
are sent in a slot not allocated to the terminat this is allowed since the first
portion of the next allocated slot is unused sibéethe beginning of a burst.
See table 3.4.5.2.3-1.

Table 3.4.

5.2.3-1. Burst Structure for 256 ksps Turbo with BCH (BTC  H256_1/2TB)

Symbols | Microseconds Comments

Radio on

<=29

Unique Word

Dead Time

0

Turbo-Coded Payload 120*N 468.75*N Each slot is 15 bytes of user traffic. N is

number of slots.

Postamble (or Tail) 9 35.2

Radio Turn-off

<=19

3.45.24

BTCH256_2/3TB: 256 ksps Service Burst Str  ucture — Turbo
R2/3 with BCH

The burst overhead is one slot, with 96 slots pemdlisecond frame. However,
a maximum burst length is 38 slots (760 user byt&se Tail and radio Turn-off
are sent in a slot not allocated to the terminat this is allowed since the first
portion of the next allocated slot is unused siheethe beginning of a burst.
See table 3.4.5.2.4-1.

Table 3.4.5.2.4-1 Burst Structure for 256 ksps Turbo with BCH (BTCH25 6 _2/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 105.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 20 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 35.2
Radio Turn-off <=19

3.45.25

BTCH256_4/5TB: 256 ksps Service Burst Str  ucture — Turbo
R4/5 with BCH

The burst overhead is one slot, with 96 slots pemdllisecond frame. However,
a maximum burst length is 31 slots (744 user bytége Tail and radio Turn-off
are sent in a slot not allocated to the terminat this is allowed since the first
portion of the next allocated slot is unused siheethe beginning of a burst.
See table 3.4.5.2.51.

27 105.5 Unique word needed for burst acquisition
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Table 3.4.5.2.5-1. Burst Structure for 256 ksps Turbo with BCH (BTC

H256_4/5TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 105.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 24 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 35.2
Radio Turn-off <=19

3.45.2.6
R1/3 with BCH

BTCH512_1/3TB: 512 ksps Service Burst Str

ucture — Turbo

The burst overhead is one slot, with 192 slotsAemillisecond frame.
However, a maximum burst length is 76 slots. Thi& dnd radio Turn-off are
sent in a slot not allocated to the terminal, big ts allowed since the first
portion of the next allocated slot is unused sibéethe beginning of a burst.

See table 3.4.5.2.6-1.

Table 3.4.5.2.6-1. Burst Structure for 512 ksps Turbo

with BCH (BTCH512_1/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 48 93.74 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 10 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 17.58
Radio Turn-off <=19

3.45.2.7
R1/2 with BCH

BTCH512_1/2TB: 512 ksps Service Burst Str

ucture — Turbo

The burst overhead is one slot, with 192 slotAemillisecond frame.
However, a maximum burst length is 51 slots (76 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedhi® terminal, but this is allowed
since the first portion of the next allocated ssoinused since it is the beginning
of a burst. See table 3.4.5.2.7-1.

Table 3.4.5.2.71. Burst Structure for 512 ksps Turbo with BCH (BTC

H512_1/2TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 15 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 17.58
Radio Turn-off <=19

76
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ucture — Turbo

The burst overhead is one slot, with 192 slots4emillisecond frame.

However, a maximum burst length is 38 slots (76€F bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssoinused since it is the beginning
of a burst. See table 3.4.5.2.8-1.

Table 3.4.5.2.8-1. Burst Structure for 512 ksps Turbo with BCH (BTC

H512_2/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 20 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 17.58
Radio Turn-off <=19

3.45.2.9

R4/5 with BCH

BTCH512_4/5TB: 512 ksps Service Burst Str

ucture — Turbo

The burst overhead is one slot, with 192 slotsAemillisecond frame.

However, a maximum burst length is 31 slots (74t bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated sotinused since it is the beginning
of a burst. See table 3.4.5.2.9-1.

Table 3.4.5.2.9-1. Burst Structure for 512 ksps Turbo with BCH (BTC

H512_4/5TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 24 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 17.58
Radio Turn-off <=19

3.4.5.2.10

R1/3 with BCH

BTCH1024_1/3TB: 1024 ksps Service Burst

Structure — Turbo

The burst overhead is two slots, with 384 slots4semillisecond frame.
However, a maximum burst length is 76 slots. Thi& dnd radio Turn-off are
sent in a slot not allocated to the terminal, bid ts allowed since the first
portion of the next allocated slot is unused amdldist portion is used to open the
aperture. See table 3.4.5.2.10-1.
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Table 3.4.5.2.10-1. Burst Structure for 1024 ksps Turbo with BCH (BT

CH1024_1/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 48 46.88 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 10 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 8.79
Radio Turn-off <=19

3.4.5.2.11

R1/2 with BCH

BTCH1024_1/2TB: 1024 ksps Service Burst

Structure — Turbo

The burst overhead is two slots, with 384 slots4emillisecond frame.
However, a maximum burst length is 51 slots (76 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated $sotinused and the last portion is
used to open the aperture. See table 3.4.5.2.111.

Table 3.4.5.2.11-1. Burst Structure for 1024 ksps Turbo with BCH (BT

CH1024_1/2TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 15 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 8.79
Radio Turn-off <=19

3.4.5.2.12

R2/3 with BCH

BTCH1024_2/3TB: 1024 ksps Service Burst

Structure — Turbo

The burst overhead is two slots, with 384 slots4semillisecond frame.
However, a maximum burst length is 38 slots (76 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated $sotinused and the last portion is
used to open the aperture. See table 3.4.5.2.12-1.

Table 3.4.5.2.12-1Burst Structure for 1024 ksps

Turbo with BCH (BTCH1024_2/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 20 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 8.79
Radio Turn-off <=19
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BTCH1024_4/5TB: 1024 ksps Service Burst
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Structure — Turbo

The burst overhead is two slots, with 384 slots4emillisecond frame.
However, a maximum burst length is 31 slots (742 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated $sotinused and the last portion is
used to open the aperture. See table 3.4.5.2.13-1.

Table 3.4.5.2.13-1. Burst Structure for 1024 ksps Turbo with BCH (BT

CH1024_4/5TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 24 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 8.79
Radio Turn-off <=19

3.4.5.2.14

R1/3 with BCH

BTCH2048_1/3TB: 2048 ksps Service Burst

Structure — Turbo

The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 76 slots. Thi dnd radio Turn-off are
sent in a slot not allocated to the terminal, big ts allowed since the first
portion of the next allocated slot is unused arddaist portion is used to open the
aperture. See table 3.4.5.2.14-1.

Table 3.4.5.2.14-1. Burst Structure for 2048 ksps Turbo with BCH (BT

CH2048_1/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 48 23.43 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 58.6*N Each slot is 10 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 4.39
Radio Turn-off <=19

3.4.5.2.15

R1/2 with BCH

BTCH2048_1/2TB: 2048 ksps Service Burst

Structure — Turbo

The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 51 slots (76 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated stotinused and the last portion is
used to open the aperture. See table 3.4.5.2.15-1.

Table 3.4.5.2.15-1. Burst Structure for 2048 ksps Turbo with BCH (BTCH2048 1/2TB)
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Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 13.18 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 58.60*N Each slot is 15 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 4.39
Radio Turn-off <=19

3.4.5.2.16

R2/3 with BCH

BTCH2048_2/3TB: 2048 ksps Service Burst

Structure — Turbo

The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 38 slots (76€F bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssotinused and the last portion is
used to open the aperture. See table 3.4.5.2.16-1.

Table 3.4.5.2.16-1. Burst Structure for 2048 ksps Turbo with BCH (BT

CH2048_2/3TB)

Field Symbols | Microseconds Comments
Radio on <=29
Uniqgue Word 27 13.18 Unigue word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 58.6*N Each slot is 20 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 4.39
Radio Turn-off <=19

3.4.5.2.17

R4/5 with BCH

BTCH2048_4/5TB: 2048 ksps Service Burst

Structure — Turbo

The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 31 slots (742 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssotinused and the last portion is
used to open the aperture. See table 3.4.5.2.17-1.

Table 3.4.5.2.17-1. Burst Structure for 2048 ksps Turbo with BCH (BT

CH2048_4/5TB)

Field Symbols | Microsecond s Comments
Radio on <=29
Unique Word 27 13.18 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 58.6*N Each slot is 24 bytes of user traffic. N is
number of slots.
Postamble (or Tail) 9 4.39
Radio Turn-off <=19
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Structure — Turbo

The burst overhead depends on the unique worduspesitze. It is 5 slots for 125
microseconds and 2 slots for 42 microseconds ajpestrne respectively with
1536 slots per 45-millisecond frame. However, aimam burst length is 51
slots (765 user bytes). The Tail and radio Tulfraoé sent in a slot not allocated
to the site, but this is allowed since the firsttpm of the next allocated slot is
unused and the last portion is used to open theuspeSee table 3.4.5.2.18-1.

Table 3.4.5.2.18-1. Burst Structure for

4096 ksps Turbo with BCH (BTCH 4096_1/2TB)

Field Symbols | Microseconds Comments

Radio Turn on 0 With linear radio, so there is no radio
turn on time

Preamble <=2

Unique Word 27 6.59 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 29.30*N Each slot is 15 bytes of user traffic. N is
number of slots.

Postamble (or Tail) 9 2.19

Radio Turn-off 0

3.4.5.2.19

R2/3 with BCH

BTCH4096_2/3TB: 4096 ksps Service Burst

Structure — Turbo

The burst overhead depends on the unique worduspesize. It is 5 slots for 125
microseconds and 2 slots for 42 microseconds apestrne respectively with
1536 slots per 45-millisecond frame. However, &imam burst length is 38
slots (760 user bytes). The Tail and radio Turfracé sent in a slot not allocated
to the site, but this is allowed since the firsttpm of the next allocated slot is
unused and the last portion is used to open theusipe See table 3.4.5.2.19-1.

Table 3.4.5.2.19-1. Burst Structure for

4096 ksps Turbo with BCH (BTCH 4096_2/3TB)

Field Symbols | Microseconds Comments

Radio Turn on 0 With linear radio, so there is no radio
turn on time

Preamble 2

Unique Word 27 6.59 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 29.30*N Each slot is 20 bytes of user traffic. N is
number of slots.

Postamble (or Tail) 9 2.19

Radio Turn-off 0
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3.4.5.2.20

BTCH4096_4/5TB: 4096 ksps Service Burst  Structure — Turbo

R4/5 with BCH

The burst overhead depends on the unique worduspesitze. It is 5 slots for 125
microseconds and 2 slots for 42 microseconds ajpestre respectively with
1536 slots per 45-millisecond frame. However,aximum burst length is 31
slots (744 user bytes). The Tail and radio Tulfraoé sent in a slot not allocated
to the site, but this is allowed since the firsttpm of the next allocated slot is
unused and the last portion is used to open theuspe See table 3.4.5.2.20-1.

Table 3.4.5.2.20-1. Burst Structure for 4096 ksps Turbo with BCH (BTCH 4096_4/5TB)

Field Symbols | Microseconds Comments

Radio Turn on 0 With linear radio, so there is no radio
turn on time

Preamble <=2

Unique Word 27 4.39 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 29.30*N Each slot is 24 bytes of user traffic. N is
number of slots.

Postamble (or Tail) 9 2.19

Radio Turn-off 0

3.45.2.21

BTCH6144 1/2TB: 6144 ksps Service Burst  Structure — Turbo

R1/2 with BCH

Table 3.4.5.2.21-1. Burst Structure for

The burst overhead depends on the unique worduspesize. It is 7 slots for 125
microseconds and 2 slots for 28.5 microseconddwapesize respectively with
2304 slots per 45-millisecond frame. However, &imam burst length is 51
slots (765 user bytes). The Tail and radio Turfracé sent in a slot not allocated
to the site, but this is allowed since the firsttpm of the next allocated slot is
unused and the last portion is used to open thewspeSee table 3.4.5.2.21-1.

6144 ksps Turbo with BCH (BTCH 6144_1/2TB)

Field Symbols | Microseconds Comments
Radio Turn on 0 With linear radio, so there is no radio
turn on time
Preamble <=2
Unique Word 27 4.39 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 16.20*N Each slot is 15 bytes of user traffic
Postamble (or Tail) 9 1.46
Radio Turn-off 0

3.4.5.2.22

R2/3 with BCH

BTCH6144 2/3TB: 6144 ksps Service Burst

Structure — Turbo

The burst overhead depends on the unique worduspesitze. It is 7 slots for 125
microseconds and 2 slots for 28.5 microsecondsaeesize respectively with
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2304 slots per 45-millisecond frame. However, aimam burst length is 38
slots (760 user bytes). The Tail and radio Turfracé sent in a slot not allocated
to the site, but this is allowed since the firsitipm of the next allocated slot is
unused and the last portion is used to open thewsipe See table 3.4.5.2.22-1.

Table 3.4.5.2.22-1. Burst Structure for

6144 ksps Turbo with BCH (BTCH 6144_2/3TB)

Field Symbols | Microseconds Comments

Radio Turn on 0 With linear radio, so there is no radio
turn on time

Preamble <=2

Unique Word 27 4.39 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 16.20*N Each slot is 20 bytes of user traffic. N is
number of slots.

Postamble (or Tail) 9 1.46

Radio Turn-off 0

3.4.5.2.23

R4/5 with BCH

BTCH6144 4/5TB: 6144 ksps Service Burst

Structure — Turbo

The burst overhead depends on the unique worduspesize. It is 7 slots for 125
microseconds and 2 slots for 28.5 microseconddapesize respectively with
2304 slots per 45-millisecond frame. However, aimam burst length is 31
slots (744 user bytes). The Tail and radio Tulfraoé sent in a slot not allocated
to the site, but this is allowed since the firsitipm of the next allocated slot is
unused and the last portion is used to open theusipe See table 3.4.5.2.23-1.

Table 3.4.5.2.23-1. Burst Structure for

6144 ksps Turbo with BCH (BTCH 6144_4/5TB)

Field Symbols | Microseconds Comments

Radio Turn on 0 With linear radio, so there is no radio
turn on time

Preamble <=2

Unique Word 27 4.39 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 16.20*N Each slot is 24 bytes of user traffic. N is
number of slots.

Postamble (or Tail) 9 1.46

Radio Turn-off <=19

3.4.5.2.24

R1/2 with CRC

ATCH256_1/2L.DPC: 256 ksps Service Burst

Structure — LDPC

The burst overhead is one slot, with 96 slots pemdlisecond frame. However,
a maximum burst length is 51 slots (765 user byt&se Tail and radio Turn-off
are sent in a slot not allocated to the terminat this is allowed since the first
portion of the next allocated slot is unused siheethe beginning of a burst.

See table 3.4.5.2.24-1.
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Table 3.4.5.2.24-1. Burst Structure for 256 ksps

LDPC with CRC (ATCH256_1/2LDPC)

Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 105.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 15 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.25
R2/3 with CRC

ATCH256_2/3LDPC 256 ksps Service Burst S tructure — LDPC

The burst overhead is one slot, with 96 slots pemdlisecond frame. However,
a maximum burst length is 51 slots (1020 user hyt€be Tail and radio Turn-
off are sent in a slot not allocated to the termibat this is allowed since the
first portion of the next allocated slot is unusatte it is the beginning of a
burst. See table 3.4.5.2.25-1.

Table 3.4.5.2.25-1 Burst Structure for 256 ksps

LDPC with CRC (ATCH256_2/3LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 105.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 20 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.26
R4/5 with CRC

ATCH256_4/5LDPC: 256 ksps Service Burst

Structure — LDPC

The burst overhead is one slot, with 96 slots pemdlisecond frame. However,
a maximum burst length is 51 slots (1224 user hyt€he Tail and radio Turn-
off are sent in a slot not allocated to the termibat this is allowed since the
first portion of the next allocated slot is unusatte it is the beginning of a
burst. See table 3.4.5.2.26-1.

Table 3.4.5.2.26-1. Burst Structure for 256 ksps

LDPC with CRC (ATCH256_4/5LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 105.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 24 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19
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R49/10 with CRC

ATCH256_9/10LDPC: 256 ksps Service Burst

TIA-1008B

Structure — LDPC

The burst overhead is one slot, with 96 slots pemdllisecond frame. However,
a maximum burst length is 51 slots (1377 user byt€he Tail and radio Turn-
off are sent in a slot not allocated to the termibat this is allowed since the
first portion of the next allocated slot is unusétte it is the beginning of a
burst. See table 3.4.5.2.27-1.

Table 3.4.5.2.27-1. Burst Structure for 256 ksps LDPC with CRC (ATCH

256_4/5LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 105.5 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 468.75*N Each slot is 27 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.28

R1/2 with CRC

ATCH512_1/2LDPC: 512 ksps Service Burst

Structure — LDPC

The burst overhead is one slot, with 192 slotsAemillisecond frame.

However, a maximum burst length is 51 slots (76 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssotinused since it is the beginning
of a burst. See table 3.4.5.2.28-1.

Table 3.4.5.2.28-1. Burst Structure for 512 ksps

LDPC with CRC (ATCH512_1/2LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 15 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.29

R2/3 with CRC

ATCH512_2/3LDPC: 512 ksps Service Burst

Structure — LDPC

The burst overhead is one slot, with 192 slotsAemillisecond frame.
However, a maximum burst length is 51 slots (10&€r bytes). The Tail and
radio Turn-off are sent in a slot not allocatedhis terminal, but this is allowed
since the first portion of the next allocated sotinused since it is the beginning
of a burst. See table 3.4.5.2.29-1.

Table 3.4.5.2.29-1. Burst Structure for 512 ksps Turbo with BCH (BTC

H512_2/3TB)
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Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 20 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.30

ATCH512_4/5LDPC: 512 ksps Service Burst  Structure — LDPC
R4/5 with CRC

The burst overhead is one slot, with 192 slots4emillisecond frame.
However, a maximum burst length is 51 slots (1222 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated sotinused since it is the beginning
of a burst. See table 3.4.5.2.30-1.

Table 3.4.5.2.30-1. Burst Structure for 512 ksps LDPC with CRC (ATCH512_4/5LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 24 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.45.2.31

ATCH512_9/10LDPC: 512 ksps Service Burst  Structure — LDPC
R9/10 with CRC

The burst overhead is one slot, with 192 slots4emillisecond frame.
However, a maximum burst length is 51 slots (135@r bbytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssoinused since it is the beginning
of a burst. See table 3.4.5.2.31-1.

Table 3.4.5.2.31-1. Burst Structure for 512 ksps LDPC with CRC (ATCH 512_9/10LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 52.73 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 234.375*N Each slot is 27 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.32

ATCH1024_1/2LDPC: 1024 ksps Service Burs t Structure —
LDPC R1/2 with CRC

The burst overhead is two slots, with 384 slots4emillisecond frame.
However, a maximum burst length is 51 slots (76 bytes). The Tail and
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radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated sotinused and the last portion is

used to open the aperture. See table 3.4.5.2.32-1.

Table 3.4.5.2.32-1. Burst Structure for 1024 ksps

LDPC with CRC

(ATCH1024_1/2LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 15 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.33

ATCH1024_2/3LDPC: 1024 ksps Service Burs t Structure —
LDPC R2/3 with CRC

The burst overhead is two slots, with 384 slots4semillisecond frame.
However, a maximum burst length is 51 slots (102€r bbytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssotinused and the last portion is
used to open the aperture. See table 3.4.5.2.33-1.

Table 3.4.5.2.33-1Burst Structure for 1024 ksps

LDPC with CRC (ATCH1024_2/3LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 20 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.34 ATCH1024_4/5LDPC: 1024 ksps Service Burs t Structure —
LDPC R4/5 with CRC
The burst overhead is two slots, with 384 slots4emillisecond frame.
However, a maximum burst length is 51 slots (1122 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated sotinused and the last portion is
used to open the aperture. See table 3.4.5.2.34-1.
Table 3.4.5.2.34-1. Burst Structure for 1024 ksps LDPC with CRC
(ATCH1024_4/5LDPC)
Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 24 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19
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3.4.5.2.35 ATCH1024 9/10LDPC: 1024 ksps Service Bur st Structure —

LDPC R9/10 with CRC

The burst overhead is two slots, with 384 slots4gemillisecond frame.
However, a maximum burst length is 51 slots (135&r bbytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated $sotinused and the last portion is
used to open the aperture. See table 3.4.5.2.35-1.

Table 3.4.5.2.35-1. Burst Structure for 1024 ksps LDPC with CRC
(ATCH1024_9/10LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 26.37 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 117.19*N Each slot is 27 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.36 ATCH2048 1/2LDPC: 2048 ksps Service Burs t Structure —

LDPC R1/2 with CRC

The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 51 slots (76 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssotinused and the last portion is
used to open the aperture. See table 3.4.5.2.36-1.

Table 3.4.5.2.36-1. Burst Structure for 2048 ksps LDPC with CRC
(ATCH2048_1/2LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 13.18 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 58.60*N Each slot is 15 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.37 ATCH2048 2/3LDPC: 2048 ksps Service Burs t Structure —

LDPC R2/3 with CRC

The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 51 slots (102€r bbytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated ssotinused and the last portion is
used to open the aperture. See table 3.4.5.2.37-1.

88




w N

co~NO O1hs

©

10

11
12
13
14
15

Table 3.4.5.2.37-1. Burst Structure for 2048 ksps

TIA-1008B

LDPC with CRC

(ATCH2048_2/3LDPC)

Field Symbols | Microseconds Comments
Radio on <=29
Unique Word 27 13.18 Unique word needed for burst acquisition
Dead Time 0
Turbo-Coded Payload 120*N 58.6*N Each slot is 20 bytes of user traffic. N is
number of slots.
Radio Turn-off <=19

3.4.5.2.38 ATCH2048 4/5TB: 2048 ksps Service Burst Structure — LDPC
R4/5 with CRC
The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 51 slots (1222 bytes). The Tail and
radio Turn-off are sent in a slot not allocatedh® terminal, but this is allowed
since the first portion of the next allocated stotinused and the last portion is
used to open the aperture. See table 3.4.5.2.38-1.
Table 3.4.5.2.38-1. Burst Structure for 2048 k sps LDPC with CRC
(ATCH2048_4/5LDPC)
Field Symbols | Microseconds Comments

Radio on <=29

Unique Word 27 13.18 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 58.6*N Each slot is 24 bytes of user traffic. N is

number of slots.
Radio Turn-off <=19

3.4.5.2.39 ATCH2048 9/10TB: 2048 ksps Service Burst Structure — LDPC
R9/10 with CRC
The burst overhead is three slots, with 768 sletsAp-millisecond frame.
However, a maximum burst length is 51 slots (133@t bbytes). The Tail and
radio Turn-off are sent in a slot not allocatedht® terminal, but this is allowed
since the first portion of the next allocated ssotinused and the last portion is
used to open the aperture. See table 3.4.5.2.39-1.
Table 3.4.5.2.39-1. Burst Structure for 2048 ksps LDPC with CRC
(ATCH2048_9/10LDPC)
Field Symbols | Microseconds Comments

Radio on <=29

Unique Word 27 13.18 Unique word needed for burst acquisition

Dead Time 0

Turbo-Coded Payload 120*N 58.6*N Each slot is 27 bytes of user traffic. N is

number of slots.
Radio Turn-off <=19
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3.4.6

Spreading

IPoS optionally employs Direct Sequence spreadihg.baseband signal is
intentionally spread over a larger frequency ramgjecting a higher frequency
signal. However, the total transmit energy reméiessame.

The interference problem is due to the transmit gaitern of the small antenna
used in mobile applications. The gain pattern nayain off axis side lobes of
significant magnitude. Off-axis means in a directibfferent from the main lobe
pointed at the desired satellite. Their magnitedsignificant in the sense that
when using a low symbol rate (e.g. 256 Ksps) trattenin a non-spread
configuration, the power spectral density (PSDhmmdirection of an adjacent
satellite may be high enough to cause interfereSmreading reduces the PSD to
an allowable level (as set by government regula)iby distributing the transmit
power over a larger frequency range. The rati@dBhbetween the spread signal
and the original signal is called processing gdihe difference in occupied
bandwidth is called the bandwidth expansion factor.

Spreading is independent of coding used. IPoS dprgapplies to FEC turbo-
code rates %, 2/3 and 4/5 that use BCH outerco@inghe transmitter side
(Figure 3.4.6-1) spreading occurs after a burstieas encoded and the UW
added. The unique words by-pass the encoder argpegad with the rest of the
burst without special consideration.

User Data |  Error _ _ Burst to ODU
—————» Correction Spreading —» Modulation

Encoding

\ 4
v

Spread Burst
from Terminal

Figure 3.4.6-1. Spreading at the Transmitter

On the receiving side (Figure 3.4.6-2), de-spreg{iopposite to spreading)
occurs after demodulation, but before the decopmgess. The burst
demodulator detects the defined unique word inapfermat.

E Decoded User
Burst . . rror Data
. —» Demodulation —» De-Spreading —» Correction
Detection -
Decoding

Figure 3.4.6-2. De-spreading at the Receiver

The burst time plans (slot sizes) are identicakfmead and non-spread inroutes.
Spreading shall be supported by mobile and mestiriats that use very small
antennas. IPoS inroutes support the followingsrated spreading factors
(Bandwidth Expansion Factor).

Table 3.4.6-1. Spreading Rates and Factors
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Pre-spread, Post Spread
SpreadSpectrum Encoding Factor
OQPSK Symbol Rate Symbol Rate
512 Ksps 256 Ksps 2
1024 Ksps 256 Ksps 4
2048 Ksps 256 Ksps 8
1024 Ksps 512 Ksps 2
2048 Ksps 512 Ksps 4
2048 Ksps 1024 Ksps 2
4096 Ksps 2048 Ksps 2

Speading Technigue Overview

The IPoS terminal (transmitter) spreads transmissging a “Gold” code
sequence to achieve a lower power per Hertz remeiné The entire burst
transmission including unique word is spread belfmiag transmitted over the
air.

The “Gold” code is generated by modulo-2 adding{GiRing, the output of two
linear feedback shift registers (LFSR). The “Gatdtie consists of 2 sequences,
PN, and PN.
The first LFSR is generated using the followingypamial:
X+ X2+ +x+1

The second LFSR is generated using the followirignamnial:

y16+y13+y12+yll+y7+y3+y+1
The combinations to generate the two PN sequemeessdollowing:

PN, = LFSFZ,(OOO%" LFSFQ(OOO])16
PN, = LFSRs215,, " LFSR2 355,
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3.4.7

/J\(5213}15
L + ‘{!3

Seed:(0001)g

Seed:(7C39) {Isb)

&

16 12 3
XOEX T+

(2B28):5

/J?\‘ : @-Q

y‘E+y1?&+y12+y‘ 1+y?+yﬁ+y3+y+1

Figure 3.4.6.1-1. Spreading Technique

At the transmitter, the PN generator is steppdteei2 or 4 or 8 times, depending
on the spreading factor, for each symbol; and eagbut from the PN generator
is XORed with the symbol before being sent to tloelatator. LFSR1 is
initialized with seed value of (0003)and LFSR2 is initialized with a seed value
of (7C39)¢ at the start of every burst.

Adaptive Coding

3.5

IPoS Inroute physical layer is capable of detedtingsts where burst to burst
FEC rate changes occur on the same channel. Tdtigéeis known as adaptive
coding and supported on Turbo coded BCH inroute& i rates 2, 2/3 and
4/5, and LDPC coded inroutes for FEC rates Y2, 4Band 9/10. This is
performed at the demodulator of the IPoS hub apdogided here as an
informative text.

There are three (3) parallel and identical Uniquaré\(UW) correlators present
in the Demodulator with UW sequences can be progreanfor Rates Y%, 2/3 and
4/5 Unique Words. Each Unique Word correlator dessaver the aperture at
the same time with the highest Unique Word scorkthe position is recorded
for each, and then three (3) scores from eachlatoreare compared. The one
with the highest score is determined to be the RE€of a particular burst.

Mesh Physical Layer

IPoS mesh terminal is designed to enable both Mesliork topology (direct
Terminal-to-Terminal communications) and/or Stammek topology
(communications via IPoS Hub).
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For transmission and reception of Mesh network ltagpotraffic, IPoS terminals
shall use the IPoS Inroute physical layer definis defined within section 3.4
of this specification.

For transmsision of star network topology trafflepS terminals shall use the
IPoS physical layer definition as defined withirctsen 3.4 of this specification.

For reception of star network topology, IPoS temsrshall use the IPoS
physical layer definition as defined within secti®® of this specification.

3.6 Physical Layer Measurements
The PHY parameter included in this subsection df@Monitored in the PHY
and reported to a higher layer for support in tighér-layer procedures.

3.6.1 Outroute Bit Error Rate
The remote shall measure the recei\%él of the outroute carrier to an accuracy

0

of £ 0.2 dB given that an equalizer has been impleed in the receiver. This
measurement is used by the higher layer for owdrant inroute rate adaptations
purposes.

3.6.2 Signal Quality Factor

The Signal Quality Factor (SQF) provides the IPeéntinal’s installer and user
with an easy-to-understand estimation of the qualithe received outroute
signal. To maintain consistency among the varlBe$ remote brands and their
signal strength readings, the IPoS remote shallalighe relationship of &N,

to SQF as defined by table 3.6.2-1 and figure 316.2

Table 3.6.2-1. Required Relationship Between
En/N, (dB) and SQF

Eo/Ng SQF
0.5 31
1 33
1.5 35
2 38
2.5 41
3 45
35 49
4 53
45 57
5 61
55 65
6 69
6.5 73
7 77
75 80
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Table 3.6.2-1. Required Relationship Between
Ent/N, (dB) and SQF

Eo/No SQF
8 84
8.5 87
9 89
9.5 92

10 94
10.5 95
11 97
11.5 98
12 98
12.5 99
13 99
13.5 99
14 99

Figure 3.6.2-1 illustrates the relationship betwEgfN, and SQF.

Relationship between E /N, and SQF

100

90 f
80 /
7 -

/ — Relationship between
60 / E./N, and SQF
50

w0l
30/

0 2 4 6 8 10 12
E./N,

SQF value

3.6.3

Figure 3.6.2-1. Required Relationship Between E /N, and SQF

Frequency Offset

The frequency offset is a measure of the differdretereen the frequencies at
which bursts are being received at versus the farlfuFrequency. The IPoS
mesh terminal shall measure the frequency offset.

The AGC offset is the measure of the differenchenpower level between the
received bursts and the current DDC gain which begominal or not. AGC
offset in linear DDC units are converted into OBLuhits using the following
formula:
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AGC_Offset (0.1dB) = 200 * log10(agc_offset _dde¢624096)

Unique Word (UW) Timing Offset

3.6.5

The Unique Word Timing Offset is the measured tgnififset in units of
microseconds relative to the beginning of the ajperif the burst is a ranging
aperture burst or relative to the middle of therfape for all other bursts types.
The IP0S mesh terminal shall measure the frequefisgt.

This value is derived by multiplying sample off§i@number of samples) and
sample duration and as such is symbol rate depeadahe sample time varies
with symbol rates.

The formula used for calculating Unique Word Timi@fjset is as follows:

* For Ranging Aperture: UW_Timing_Offset = (Number_6ample
*Sample_Duration)

» For Normal Aperture: UW_Timing_Offset = (Number_&ample *
Sample_Duration) — (“Time_of_Normal_Aperture”/2)

SNR Estimation

3.7

The demodulator of IPoS mesh terminals measunsetmivedE or SNR of
0

inroute bursts to an accuracy of a 3-sigma stahdeviation of 0.5 dB after

averaging over 10 bursts. This measurement is lmgéue higher layer for closed

loop power control purposes.

Interface to Higher Layers

3.7.1

The following subsections describe the specifimiives used by the PHY to
exchange information with the higher layers of #d@S protocol stack.

User Plane Primitives

The PHY uses the following primitives across theiface with the MAC
sublayer over the user plane:

PHY-U-DATA-REQ
Used to pass information flows between physical MAdC layers.
PHY-U-DATA-IND

Indicates that the data transfer has been completed
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3.7.2

Control Plane Primitives

The PHY uses the following primitives across theiface with the MAC
sublayer over the control plane:

PHY-C-Inroute Radio Power Control-REQ

The IPoS remote shall have output power contrdiis power control shall
allow control via messaging sent on the outroute.

PHY-C-Inroute Radio Power Control-RES

Upon command, the IPoS remote shall be able tounedts output power to
within 0.2 dB of the commanded value.

PHY-C-Inroute Radio Power Control-IND

The IPoS remote shall indicate that it has impleethe power control
command.

PHY-C-Outroute FEC Control-RES

The IPoS remote shall set itself automaticallyn ¢orrect FEC rate for the
outroute.

PHY-C-Outroute FEC Control-IND

The IPoS remote shall provide current outroute F&€ information to
higher levels of the IPoS protocol stack.

PHY-C-Outroute FEC Change-RES

Upon sensing a change in the FEC rate, the IPoSteeshall change
automatically to that rate and demodulate data.

PHY-C-Outroute Symbol Rate-RES

The transmit symbol rate of the outroute shallltle &0 be set by DLL
protocols.

PHY-C-Outroute Symbol Clock-IND

The IPoS remote shall indicate that it has recalidre symbol clock to act
as a source of clocking information and the synnatd being demodulated.

PHY-C-Outroute Frequency Lock Loop-IND

The IPoS remote indicates the status of the derataiigd FLL. The status
types shall be locked and unlocked.

PHY-C-Outroute Demodulator Unlock-IND
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The IPoS remote indicates the status of the deratimiul The status types
shall be locked and unlocked.

PHY-C-Inroute Burst Time Management-REQ

The IPoS remote shall be able to control the tinuhgach data burst under
control from the data sent on the outroute. This@nd the required timing
for this data are specified in the inroute dath layer definition.

PHY-C-Inroute Burst Time Management-IND

The IPoS remote PHY shall indicate that it has ukedlata burst timing
required by higher levels of the IPoS protocol lstac

PHY-C-Inroute Burst Frequency Management-RES

The IPoS remote shall be able to control the fraquef each data burst
under control from the outroute data. This dathtée required frequency
for this data are specified in the inroute dath layer definition.

PHY-C-Inroute Burst Frequency Management-IND

The IPoS remote shall indicate the burst frequersed for each burst.

Management Plane Primitives

The physical layer uses the following primitivesass the interface with the
management entity:

PHY-M-Activate Outroute-REQ

For the activation of the activation of the outeatquisition.
PHY-M-Activate Outroute-IND

Indication that the outroute is activated.
PHY-M-Activate Inroute-REQ

For the activation of the inroute transmissions.
PHY-M-Activate Inroute-IND

Indication that inroute transmissions are activated
PHY-M-Deactivate Outroute-REQ

Deactivate the outroute reception.
PHY-M-Deactivate Outroute-IND

Indication that the outroute reception is deactudat
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3.8

PHY-M-Deactivate Inroute-REQ

Deactivate the inroute transmissions.

PHY-M-Deactivate Inroute-IND

Indication that the inroute transmitter is deadtda
PHY-M-Inroute Transmitter Frame Count-REQ

The IPoS remote shall record the transmitted fraoust.
PHY-M-Inroute Transmitter Frame Count-IND

The IPoS remote shall indicate the frame countwilzet transmitted.
PHY-M-Inroute Transmitter Reset-REQ

The IPoS remote shall reset its transmitter.

PHY-M-Inroute Transmitter Reset-IND

The IPoS remote shall indicate that its transmitses been reset.

PHY-M-Inroute Transmitter Reset Count-IND

The 1PoS remote shall record the number of timegrdmsmitter was reset.

Physical Layer Procedures

3.8.1

Timing Synchronization

3.8.1.1

Timing synchronization is used to align the remeteninal transmissions with
the inroute superframe, frame, and slot referehteealPoS hub. This alignment
is composed of the following procedures:

» Qutroute carrier acquisition
* Inroute frame alignment

* Ranging

Outroute Carrier Acquisition

During the commissioning procedure, the remote iteahis provided with
parameters that allow the acquisition and demoiduatf the information
conveyed by outroute carrier. These parametehsdac

* Frequency, polarization, and symbol rate of theaute carrier: Used

for the tuning and acquisition of the outroute ieaur
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» The program identifiers: Used by the remote tdilpee the control and
traffic information contained in the outroute.

e Hub IP address: Used to transmit data to the priole.

» IP addresses assigned to the terminal: Used byulh¢o process data
for this terminal.

After commissioning, the remote terminal shall asgjthe outroute carrier. This
outroute carrier acquisition provides the remotmieal with:

» The symbol clock of the demodulated carrier to $edufor the frequency
stability of the local frequency reference usededve the frequency of
the inroute carriers

 The information in the channels with the PID addessmonitored for
the terminal

* Reception of the superframe numbering packets ($EdRsmitted by
the hub at the beginning of every superframe

» Verification that the received outroute matchesat@missioning
parameters

Inroute Frame Alignment

3.8.1.3

Frame timing synchronization is the process ofrattig the IP0S remote terminal
transmissions with the inroute frame timing refeesat the hub..

Subsection 4.11.1 describes the system timing pdroes performed by remote
terminals to determine when they should transmthabtheir transmissions
arrive aligned with the reference framing estalglishy the hub for each of the
groups of inroute carriers used by remote termiimadse inroute direction.

Inroute Burst Synchronization

Ranging is used to fine-tune an IPoS remote’s tnéson timing in order that
the remote terminal transmissions are receiveleaptoper instant at the hub.

The ranging procedures are described in Subse¢tidn2. They provide the
remote terminals with the timing correction and plogver level they need to use
for inroute transmissions.

Ranging procedures shall be triggered upon theviatlg events:

» The first time the remote terminals operate fropadicular location

« When the remote terminal uses a different satellie if a terminal
moves to a new hub

* When the hub remote terminal detects error contitishere
propagation delay may be a factor.
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4 DATA LINK LAYER

4.1 Scope
The present document is the detailed specificaitiadhe MAC/SLC layer
protocol for the IPoS air interface. In particyliaicontains MAC and SLC
procedures, messages, and message formats.

4.2 Data Link Control Overview

The DLC provides the higher protocol layers withtridéhsfer capabilities for
signaling and user data over the logical channgfiseld in the IPoS air interface.
The DLC layer is further subdivided into the folloy sublayers:

* MAC sublayer that provides the format and datacsiime used to
encapsulate the user and control the informatian the packets and
bursts defined over the PHY. This layer includesudtiplexing sublayer
that is defined only in the outroute direction

» SLC sublayer that provides the communication prtuased to provide
reliable transfers and the shared access of crmaneng multiple IPoS
terminals.

The general architecture of the DLC and its refadiop with other layers is
shown from the IP0S terminal perspective in figluz 1.
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4.3

Traffic Control UPPER Control Traffic
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Inroute Outroute
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Figure 4.2-1. DLC Model

The DLC is modeled from an IPoS terminal view irethplanes (user, control,
and management) for both transmission directions:

» Qutroute: The hub transmissions are receivedIdi?ab terminals.

* Inroute — Star Topology: The hub receives transions from IPoS
terminals.

» Inroute — Mesh Topology: The Mesh terminal receiransmissions
from IPoS remote terminal.

Satellite Link Control Sublayer

43.1

Overview

The SLC layer is the sublayer of the DLC layer itkatsponsible for end-to-end
transmission and reception of IP packets betwee8 l@mote terminals and the
hub. It supports reliable delivery in the remaieatib direction and
unacknowledged delivery in the hub-to-remote dioecand Remote Terminal-
to-Remote Terminal direction.

102



[EEN

w

(62 1

26

27

28
29

30
31

32
33
34

4.4

TIA-1008B

Modes of Operation

44.1

Registration and Commissioning

4.4.2

Registration and commissioning for IPoS remote iteafs are accomplished by
following these steps:

1.

Configuring the unique data for this terminal a thub and at the
terminal, as subsection 4.14 describes. This deduhe remote
terminal's encrypted key at the hub.

The hub transmits the encrypted keys periodicaltyafl remote
terminals on the outroute. The keys are encrypitthe remote
terminal's hard-coded secret data so that onlgpkeified terminal can
decrypt the key.

The remote terminal is installed at the remotetiooa

The remote terminal receives the encrypted keysgshand multicast)
that are specified on the outroute for its senahber. 1PoS serial
numbers are unique across an IPoS system.

The remote terminal stores the encrypted keys nvolatile memory.

The remote terminal installs its encrypted keyismecryption
hardware. The decryption hardware decrypts theakelinstalls it in the
decryption hardware so that it can begin decryptiregoutroute data.

At this point, the IPoS terminal is ready to begperation in the IPoS system.
Note that there is no terminal authentication pdoce required. An
unauthorized terminal will not have the secret #aa that the authorized
terminal has, so it will not be able to decode ouiie data.

IPoS Terminal Startup

To begin operation in an IPoS system, an IPoS texdhfibllows these steps:

1.
2.

Acquires timing and frequency with the outroutefigured for it.

Installs the encrypted keys from nonvolatile memswythat it will be
able to decrypt outroute data.

Receives system information including frame timimgoute frequency,
timing, and modulation timing.

Installs the proper DVB MAC filter addresses inriggeiver so that it
will receive only information that may be relevaothis particular
terminal.
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4.4.3

5. Performs a ranging procedure with the hub to deteiibs transmit
timing parameters so that it can transmit inroutests that will be
synchronized with the hub's frame timing.

IP Packet Delivery

4.5

Once a remote terminal has followed the startupgutare, its SLC layer is ready
to accept IP packets for delivery to the hub atiiger-layer SAP. Similarly, the
hub's SLC layer is ready to accept IP packetsdtvelry to remote terminal at
its upper layer SAP. The hub and remote termiadsalso ready to receive IP
packets from the SLC's upper layer SAP. Notettiere is no concept of access
session over the air interface, meaning that Iectivity between the remote
terminals to the IP backbone is always on aftesthgup procedures are
completed. Remote terminals exchange control pgacti¢h the hub to establish
a communication session when they need bandwigibreed to send IP data
packets. That is, there is no sign-on or authatitioc each time the hub and
remote terminal need to exchange IP packets.

Interface with Higher Layers: SI-SAP

45.1

Overview

The higher layers use this SAP to communicate thighlower layers. This SAP
and the associated Network Adaptation Layers peotlie interface between the
higher layer IP services and the lower layer DLvises.

This SAP is a subset of the SI-SAP that refereBtddscribes. The IPoS system
uses this standard SAP so that software or detlieg¢sise this SAP can be
modified more easily to use another satellite spdteat implements the same
standard SAP.

The SI-SAP contains a number of features that dapply to the IPoS system

architecture or are not implemented in the IPo$esys The following
subsections describe the specific SI-SAP servitasthe IPoS system uses.
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45.2 User Plane
The IPoS system uses the following U-Plane services

» Data transfer: The upper layers at both the hub and remoteitatm
use this service to send an IP packet to the Itayers and to receive an
IP packet from the lower layers.

4.5.3 Control Plane
The IPoS system uses the following C-Plane services

» Resource reservation The upper layer at the remote terminal can use
these services to control the lower layer resoulitaisare needed for
transporting IP packets to the hub.

* Flow control: The upper layer at the remote terminals carthesse
services to operate the flow control to regulateftow of IP packets to
the lower layers.

» Group receive The upper layer at the remote terminal can lisset
services to control the reception of multicast aslby the lower layers.

The functions associated with these C-plane ses\dace contained in the
Network Adaptation Layer.

4.6 Media Access Control Sublayer

4.6.1 Overview

MAC is a sublayer of the DLC layer. This layer klbantrol the way an IPoS
terminal uses its inroute resources, i.e., Aloha@ation channel, and processes
the DVB outroute. This layer handles the followfagctions:

e Qutroute

IPoS DVB PID information

— IP packet segmentation and reassembly

— Data encryption and decryption

— Discriminate and filter traffic received by the Pterminal

— Multiplex and demultiplex logical control channels
* Inroute

— Request and allocate bandwidth
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4.7

— Transmit and receive data bursts

— IP packet segmentation and reassembly

Interfaces, SAPs, Service Definitions, and
Service Primitives

4.7.1

This subsection gives details of different inteefmthat the MAC sublayer has
with other layers and entities.

MAC Interface with Physical Layer

4.7.1.1

Service Access Point

4.7.1.2

The IPoS reference model defines a SAP betweeM&® and the PHY. This
SAP shall provide the means for transfer of IP pégkcontrol, and management
information between the MAC and the PHY for transsion over the air link.

Services

4.7.1.3

The MAC sublayer expects the following servicesrfrine PHY:
» Transmission/reception of MAC PDUs on the assidogital channel
* Current status of radio link

Primitives

4.7.2

The primitives between the MAC and the PHY are giwvesubsection 3.7.

Interfaces with Layer Management Entities

The MAC sublayer uses the following primitives asahe interface with the
management entity:

MAC-M-DATA-REQ

Used to transfer system information between the M#@ the management
plane.

MAC-M-DATA-IND
Indicates that the transfer has been completed.
MAC-M-ERROR-IND

This primitive provides error reports on eventstsas retransmissions,
discarded PDUs, etc.
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MAC-M-ESTABLISH-REQ

Used by the management entity to request the estai@nt of individual
logical channels.

MAC-M-ESTABLISH-IND
Indicates that the individual logical channels hbeen established.
MAC-M-RELEASE-REQ

Used by the management entity to request the eelgaadividual logical
channels.

MAC-M-RELEASE-IND
Indicates the release of logical channels.
MAC-M- ADJUST-REQ

Used by the management entity to set the operafi@mameters of the
logical channels.

4.7.3 Logical Interfaces with Peer Layer
The peer-to-MAC sublayer of an ST resides in thevakk. The ST interacts
with the bandwidth control component on the sagetiver the U-Interface for
negotiating the required channel and bandwidthoé&th the rate and volume
traffic.
This logical interface shall be supported with $le¢ of messages listed in
subsections 4.11 and 4.13.

4.8 Outroute Multiplexing

Multiple programs, services, or types of informatare multiplexed within the
same outroute carrier. The outroute multiplexdiayer statistically multiplexes
information streams specific to the IPoS systenmwiher MPEG-encoded video
or data streams.

The higher layer information in these programs @pped by the multiplexing
sublayer into a continuous transport stream of @tscthat interfaces with the
PHY. This transport stream consists of DVB/MPE@pbant packets (see
reference [1]) with the following characteristics:

» Fixed-length packets of 188 bytes containing a #&-DVB/MPEG
header and 184 bytes available for payload.

» Fixed symbol transmission rate as determined byPtHhE.

» Individual program information mapped to an integember of packets;
no packet contains information from two differenbgrams.
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4.8.1

Packets from different programs and services atesstally multiplexed
in the outroute transmission stream; there is xedfiallocation or
relationship between a program and the positiatsgfackets in the
transport stream.

Always-on outroute, null-packets are inserted mtiiansport stream
when there is no information from the programs.

Outroute DVB/MPEG packets are broadcast over thieeeputroute carrier
bandwidth with IPoS terminals filtering those paskinat do not match their
own addresses. The addressing scheme is inclisdeaiof the transport packet
header and MAC header.

Transport Packet Header

The 4-byte header of the DVB/MPEG transport patk&ansmitted at the
beginning of the 188-byte packet. The fields aaldes used in IPoS for the
DVB/MPEG transport packet header are compliant waference [1] (found in
subsection 1.4 of this document), and definedietd.9.1-1. This transport
header is applicable for DVB-S2 outroutes.

Table 4.9.1-1. DVB/MPEG Transport Packet

Header
Field Length

Field Name (bits)
synch_byte 8
transport_error_indicator 1
payload unit_start indicator 1
transport_priority 1
PID 13
transport_scrambling _control 2
adaptation_field control 2
continuity _counter 4

The description of the fields in the transport padkeader is as follows:

synch_byte: Set to 0x47. This fixed 8-bit fieldsfined by the PHY.

transport_error_indicator: Set to '0. When géttthis 1-bit flag
indicates that the packet contains an uncorrectxbte.

payload_unit_start_indicator (PUSI): Set to '1'Qr If the payload
includes IPoS-specific information, the followirapic is used:

o First Packet - Contains the beginning of a MAC P&id may or
may not contain the start of another MAC PDU. ThiSPbit is set
to ‘1.

0 Start Packet - Contains the start of at least oA€N¥DU at the
middle of the payload. The PUSI bit is set to ‘1.
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Middle Packet - Contains the middle (or perhapsetid) of a MAC
PDU. Such a packet has no MAC PDU start. The Plit$3$ bet to
‘0.

Last Packet - Such a packet contains the end oA@ FIDU and the
PDU is short enough to fit entirely within the lastnsport packet.
The remainder of the payload is filled with all(DxFF bytes). The
PUSI bit is set to ‘0’.

Note that there is no difference between the middklast packet in
terms of header. They are defined separately tev shat the last
packet contains stuffing bytes at the end and taellenpacket may
not be able to complete its PDU within the MPEGsgaort packet.

If the packet contains a Program Specific Inforoma{iPSI) table, the
PUSI bit shall be set to ‘0’ to indicate that tivstfbyte of the
payload carries a pointer with the number of bytethe beginning
of the section.

» Transport_priority: Shall be always set to ‘0'.

 PID: The value of this 13-bit field contains thibPas defined in the

next subsection.

e transport_scrambling_control: Shall be alwaysc&d'.

» adaptation_field_control: Set to 0x03 when PUS$Idget, else set to

0x00.

e continuity_counter: This 4-bit field increments fach transport packet
sent with the PID wrapping around to zero afteimgithe maximum

value.

When a packet has the PUSI bit set, a one by ifithe MPEG2 transport
packet header, called the “pointer field”, spesifiee offset of start of the first
MAC PDU within this packet. To achieve 32-bits aligent, a three byte MPEG
adaptation field is placed into the packet befoee"pointer field” and after the
“continuity counter” field. The DVB/MPEG Transpdpacket Header with

adaptation fields is shown in Table 4.9.1.-2

Table 4.9.1-2. DVB/MPEG Transport Packet

Header with Adaptation

Field Length

Field Name (bits)
synch_byte 8
transport_error_indicator 1
payload unit_start indicator 1
transport_priority 1
PID 13
transport_scrambling _control 2
adaptation_field control 2
continuity _counter 4
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4.8.2

adaptation_field length
adaptation_flags
adaptation_stuff bytes
Pointer

00|00 (00|00

The description of the extra fields in the trangjpaicket header is as follows:
» adaptation_field_length: Shall be always set tc20x0
» adaptation_flags: Shall be always set to 0x00.
» adaptation_stuff _bytes: Shall be always set to. Oxff
» pointer: Set to 0x00 to indicate the beginning atagram section
immediately follows the pointer field. Set to ‘xXh&re x is a non-zero

value to indicate the offset in bytes from the pairfield where a
datagram section starts.

Program Identifiers

The DVB/MPEG header includes a 13-bit PID fielcemied to support the
multiplexing of diverse programs or services sughideo or data programs over
the same outroute carrier. The PID field in theked header identifies the
program, which permits the terminals associatet wiparticular outroute carrier
to receive one or more programs by filtering pasketsed on the PID field.

IPoS outroute carriers multiplex two types of reletvinformation to the IPoS
terminals:

» PSl tables, which provide both IPoS and non-IPoRiteals with
configuration of services. The IPoS terminals nezéhe PSI tables to
determine the specific configuration of the IPoStegn.

» IPoS user and control information, which is tramggain the IPoS
logical channels. The information contained inlfheS logical channels
can be targeted to all, a group, or individual IPe$ninals.

IPoS terminals determine the PIDs used for the IBgi8al channels by reading
the two PSI tables, table 4.9.2-1 and table 43.2.-

* The Program Association Table (PAT) gives the Pithe Program
Map Table (PMT).

» The PMT determines the PIDs of the various logiteinnels used in
IPoS.

IPoS terminals shall be capable of receiving thasRih table 4.9.2-1
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Table 4.9.2-1. PID Range

Description PID (hex)
Program Association Table 0x0000
Program Map Table From 0x0010 to OX1FFE as defined
in the PAT
IPoS Outroute Logical Channels From 0x0010 to OX1FFE as defined
in the PMT

IPoS terminals are configured through the PAT WilD value 0x0000, which
determines the PMT table's PID. Then, throughPikg table, the PIDs to use
for IPoS-specific logical channels are determined.

When PAT and PMT tables are not present in theoatdrcarrier, the default
values in table 4.9.2-2 are used for the IPoS fipdogical control channels.

Table 4.9.2-2. |PoS Default PIDs

Description PID (hex)
IPoS Logical Control Channels 0x0190
IPoS Logical Traffic Channels 0x012C
4.9 Outroute MAC Sublayer
The purpose of the MAC sublayer is to provide highager information with
access to the transmission services from the neptimy sublayer and the
physical layers. The outroute MAC sublayer perfetire following functions:
» Mapping of higher layer information into MPEG patkedefined at the
multiplexer sublayer
» Addressing individual, group, or all IPoS termingdseiving the
outroute carrier
» Logical channel definition and control of infornatiflows over the
various channels
» Detection of transmission errors introduced overdh interface
49.1 Outroute MAC Formats

The MAC sublayer maps higher layer information aver 184-byte or 180 byte
payload of the DVB/MPEG packets using MAC layerimékers designated as
MAC headers and trailers. Two types of MAC formets defined in the
outroute direction:

0 The format associated with the PIDs containingt@Bles that

enable the configuration of the DVB/MPEG multipleith several
programs.
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49.1.1

0 The MAC format for IPoS information forwarded thgbulPoS-

defined logical channels.

PSI Table Format

PSI tables are broadcast over the outroute caorienable the configuration of
IPoS and non-IPoS terminals to the various progrhaismight exist in the
outroute multiplex.

The encapsulation of PSI tables used to confiduedR0S terminals over the
outroute transport stream complies with the deéinifor Sl tables in reference
[1]. This encapsulation is made according to tieding rules:

PSI tables may be segmented into one or more asdtiefore being
inserted into the transport packets.

Sections are of variable length. The maximum lemgtthe section is
1024 bytes (including the section header and CRC).

Each section may start at the beginning of theqaatybf an MPEG
packet and span for one or more packets.

The transport packet payload for PSI segmentsbéedacontains an 8-bit
pointer field following the 4-byte DVB/MPEG heades defined in
subsection 4.9. The pointer field indicates thember of bytes following
the pointer-field until the beginning of the MAC BDn the first
DVB/MPEG packet, e.g., a value of 0x00 in the painfield, indicates
that the section starts immediately after the goirfteld.

Figure 4.9.1.1-1 shows the segmentation of tablesmultiple sections, the
formatting of each section into one MAC PDU, anel émcapsulation of the
MAC PDUs into the payload of one or more transpaxtkets.
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PSITable
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Figure 4.9.1.1-1. MAC Encapsulation of PSI Tables

The payload of the transport packets for PSI setgr@rtables contains the 8-bit
pointer_field following the 4-byte DVB/MPEG transphieader as defined in
subsection 4.9.1. The pointer_field value indisatee number of bytes
following the pointer_field until the beginning tife MAC PDU in the first
packet, e.g., a value of 0x00 in the pointer_fiatticates that the section starts
immediately after the pointer_field.

The MAC PDU for PSI sections or tables includesfthiewing elements:
* A 64-bit section header
* The PSI table/section content
* A 32-bit section trailer or CRC-32

S| Section Header

The 64-bit long section header for PSI sectiorisrimatted according to the
structure defined for Sl in reference [1]. Thédgein the section header are
defined in table 4.9.1.1.1-1.
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Table 4.9.1.1.1-1. Sl Section Header

Field Length

Field Name (bits)
table_id 8
section_syntax_indicator 1
reserved_for future use 1
Reserved 2
section_length 12
network_id 16
Reserved 2
version_number 5
current_next_indicator 1
section_number 8
last_section _number 8

The description of the fields and of their valueshie section header is as
follows:

table_id: This field identifies the type of talale follows:
- PAT 0x00
- PMT 0x02

section_syntax_indicator: Setto "1'. This intbsahat the entire
structure of the table header shall be used.

reserved_for_future use: Setto '0'.
reserved: Setto '11".

section_length: The first two bits in this 12-fiéld are set to '00". The
remaining 10-bit subfield specifies the numbergEb in the section,
including the section header and the CRC.

network_id: This is a 16-bit field serving as bdato identify the
particular IPoS network to which the table shaplsp

Reserved: Setto 'l11'.

version_number: This 5-bit field is the versiomher of the table. The
version_number shall be incremented by 1, modulevB2never the
information carried within the table changes. When
current_next_indicator is set to '1', then the ies@rsnumber shall be that
of the currently applicable table. When the curraext_indicator is set
to '0', then the version_number shall be that efrtaxt applicable table.

current_next_indicator: A 1-bit indicator, when 8®'1' indicates that
the table is currently applicable. When the bgésto '0', it indicates
that the table sent is not yet applicable and siwathe next table to be
valid.
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e section_number: This 8-bit field gives the numbkthe section. The
section_number of the first section in the tablaldbe '0x00'. The
section_number shall be incremented by 1 with ealclitional section
with the same table_id and network_id.

» last_section_number: This 8-bit field specifies ttumber of the last
section (that is, the section with the highestieachumber) of the table
of which this section is a part.

PSI Table/Sections

49.1.1.3

PSI tables and sections provide the informatioh pleamits configuration of the
IPoS terminals to the logical channels includethimoutroute carrier. The IPoS
PSI data is included in two tables designated as:

* Program Association Table: The PAT_PID is 0x0000e PAT
indicates the correspondence between program nsrabdrthe PID
values of the transport stream that carries tHiggimation.

» Program Map Table: The PMT_PID is listed in theTPA'The PMT
contains a list of all the IPoS-specific logicahalnels.

The content of the PSI tables is structured wittB2dfandard data broadcast
descriptors defined in references [11] and [12]iffthin subsection 1.4 of this

document).

IPoS Data Broadcast Service Descriptor

The IPoS service shall be indicated with a datadbcast descriptor with the

fields in table 4.9.1.1.3-1.

Table 4.9.1.1.3-1. Outroute IPoS Data
Broadcast Descriptor

Field Length

Field Name (bits)
data_broadcast_id 16
component_tag 8
selector_length 8
MAC _address_range 3
MAC _IP_mapping_flag 1
alignment_indicator 1
Reserved 3
max_sections_per_datagram 8

The description of the IPoS data broadcast descisfields and values is as

follows:

» data_broadcast_id: Set to 0x0005 to indicate sieeai multiprotocol

encapsulation.
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49.1.1.4

» component_tag: This field has the same valuecasrgponent_tag field
of a stream_identifier_descriptor that may be presethe PSI program
map section for the stream on which the data iadwrast. If this field is
not used, it shall be set to value 0x00.

» selector_length: Setto 0x02. Indicates the lenfthe following fields
in the descriptor.

* MAC_address_range: Setto 0x06. Indicates thebenwf MAC
address bytes used in the service.

« MAC_IP_mapping_flag: Setto 'l'. Indicates theetpf mapping
between IP to MAC addresses.

» alignment_indicator: Setto '1'. Indicates tht alignment between the
datagram_section and the transport stream is 82 bit

e reserved: Setto '111'

* max_sections_per_datagram: Setto Ox01. Indi¢heesiaximum
number of sections that can be used to carry desttagagram unit.

Section Trailer

This field contains a 32-bit CRC (CRC-32) as démdiin reference [1] (found
in subsection 1.4 of this document). The CRC isutated with the following
polynomial:

X2+ + B+ + X+ X+ M+ X+ B+ X+ 0+ X+ 8+ X+ 1

The 32-bit CRC decoder operates at the bit levilp@al implementation of the
decoder is shown in figure 4.9.1.1.4-1.
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Received Data

L 20) —(+)

2(1) —(+)

22) | 2(3) —(+)

z(4)

4 2(31) —

49.1.2

Figure 4.9.1.1.4-1. DVB/MPEG-2 Transport Packet C RC-32 Decoder

The following steps describe the operation of tMBIMPEG-2 transport packet
CRC-32 decoder:

» Before CRC processing, each delay element z ¢gfigo its initial
value '1'.

 The MAC PDU, including header, section, and 32aRC, is received
with the first transmitted byte and its MSB first.

» After shifting the last bit of the CRC-32 into tHecoder, e.g., into z (0)
after the addition of the output of z (31), thepuuitof all delay elements
is read.

* In the case where there are no errors in the MAO Riach of the
outputs of z (i) shall be zero.

IPoS MAC Formats

The MAC formats in this subsection define the magmf IPoS specific control
and user information over the DVB/MPEG-2 transgtmtams provided by the
multiplexing sublayer. Within the IPoS specifictiauute logical channels, the
same MAC format is used for user traffic and cdmmessages, independent of
whether they are delivered in unicast, multicashroadcast connectivity.
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IPoS control and user information are mapped imo0QVB/MPEG transport
streams using a MAC format based on the DVB datadwasting multiprotocol
encapsulation profile for the encapsulation of #fagrams described in reference
[12] (found in subsection 1.4 of this documentheTP datagrams might, in turn,
encapsulate a network layer transport protocol s8schCP or UDP, as well as
IPoS control messages. This encapsulation is mecterding to the following
rules:

* The outroute MAC sublayer can fragment the datagram

» The MAC PDU containing the datagram starts at #girining of the
payload of an MPEG packet or anywhere in the MPE@gad and may
span for one or more packets.

» Datagrams are variable length. Stuffing bytes RQxdfe used when
necessary to complete the payload of the last patkiee transport
stream.

Figure 4.9.1.2-1 shows the encapsulation of datagji@ntaining IPoS user or
control information into a single MAC PDU withowgmentation, and the
encapsulation of the MAC PDUs into the payloadm# or more transport
packets. The boundaries of the higher layer datagrare preserved by
delimiters and the stuffing bytes defined at the ®1gublayer.

Datagram

MAC PDU

Datagram

Ooxo

~—oav oI

Transport
Packets

MPEG Stuffing
Datagram bytes
Header bytes

Figure 4.9.1.2-1. MAC Encapsulation of Datagrams
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IPoS outroute MAC format includes the following rekents:
* A 96-bit MAC header

* The MAC payload with a datagram containing the dleket or control
message

e The 32-hit trailer field

The routing of information to IPoS terminals is @a®n the address field
included in the 96-bit MAC header. This MAC addiieg is different from the
program addressing provided by the PID field inBAB/MPEG packet.

IPoS MAC Header

The 96-bit IPoS MAC header is formatted accordmthe multiprotocol
encapsulation profile in references [12] and [1B¢Tields in the outroute IP0S
MAC header are defined in table 4.9.1.2.1-1.

Table 4.9.1.2.1-1. Outroute MAC Header

Field Length
Field Name (bits)
table id 8
section_syntax_indicator
private_indicator
Reserved
section_length 1
MAC_address 6
MAC_address_5
Reserved
payload_scrambling_control
address_scrambling_control
LLC SNAP flag
current_next_indicator
section_number
last_section_number
MAC _address 4
MAC_address_3
MAC_address_2
MAC_address 1

=

00|00 |0 (0[O0 || |INININ|0|ININF

The outroute MAC header contains the following eslu
» table_id: Setto Ox3E. Indicates DSM-CC sectwiih private data.

» section_syntax_indicator: Setto 1" Indicatesuse of CRC-32 as the
trailer to the MAC PDU.

» private_indicator: Setto'0". Indicates that3Reses CRC-32.

 reserved: Setto'11".
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section_length: Set to the number in bytes irsd@ion starting
immediately following the section_length field thigh the CRC-32
inclusive.

MAC _address: This 48-bit field contains the MAGIeeks of the
destination; see subsection 4.10.1.3.

Reserved: Set to ‘00'.

payload_scrambling_control: This 2-bit field definthe encryption
mode of the payload section. This includes thégaalystarting after the
MAC _address_1 but excludes the CRC-32 field. HwSl outroute
utilizes the payload_scrambling_control field tdizate whether the
payload is encrypted or not. IPoS utilizes théofeing
payload_scrambling_control field values:

0x00 - unencrypted

0x01 - not used

0x02 - encrypted with even-numbered traffic-keysien
0x03 - encrypted with odd-numbered traffic-key vams

address_scrambling_control: Set to '00'. Thi#t #ddd defines the
scrambling mode of the MAC address section as ugpted.

LLC_SNAP_flag: Setto '0". Indicates that thelpay does not use
LLC/SNAP encapsulation.

current_next_indicator: This 1-bit field shall &&t to '1'.

section_number: When the IP datagram is carriedutiple MAC
PDUs, this field indicates the position of the s@Tivithin the
fragmentation process. The first section is numibase0x00, the second
one is 0x01, and the (n + 1)th one is n and so on

last_section_number: In DVB-S2 CCM mode this fisldet to 0x00.
Indicates that Remote Terminal in CCM mode do et ftagmentation
of IP packets in the Outroute direction across D¥Beode blocks. For
DVB-S2 outroute supporting ACM,

o0 Bits 7 to 3 - The most 5 significant bits of thisld store the
terminal’s requested MODCOD.

0 Bit 2- From ‘Fast block’ high priority queue.
0 Bit1 - Reserved and will set to 0.

o0 Bit0 -1 - More fragments, 0 — No more fragmefitge system
supports multiple fragmentations
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MAC Payload

The MAC payload contains a datagram with the IFkgtor control message.
The encapsulation of the payload between the MAdllbeand the trailer is
described in table 4.9.1.2.2-1.

For outroutes employing DVB-S2 with ACM, a data lgetocan potentially be
fragmented across code blocks using different MODEQAIso, the Remote
Terminal may receive Unicast traffic on a MODCOI[fatient from that which
the Remote Terminal requested. To enable re-asgarhphckets the MAC
payload requires an identifier to be included iasidch that the receive Remote
Terminal is able to reassemble the fragmented mhatkets.

If an IP packet is fragmented across code blodah &ragment is carried within
a complete MPE section or MAC PDU so that an MRE&i@e or MAC PDU is
not fragmented across code blocks. The transpaomtafia unique ID, called
fragmentation ID inside the MAC PDU is required foe reassembly process at
the Remote Terminal side.

The Fragmentation ID is a 2 byte field that repnés@ unique number. Each
fragment of a particular IP packet carries the saahge for this 2 byte field.

If an IP packet is not fragmented across code Blatle MAC payload is as
defined inTable 4.9.1.2,2-1.

Table 4.9.1.2.2-1. Outroute IPoS MAC PDU Format — No Fragmentation

Field Length
Field Name (bytes) Comments

Header 12

Sequence Number 1 This field only exists when
encryption is enabled.

Initialization Vector 7 This field only exists when
encryption is enabled.

Datagram Bytes N1 N1 is a variable length datagram
bytes

Padding Bytes 1-to-7 Pad the datagram to an 8-byte
encryption boundary.

CRC-32 4

The description of the fields in the outroute pagads the following:

» Sequence Number: The first two bits of this 8fieid contain the
packet priority (the value '00' representing thedst priority, and the
value '11' the highest). The remaining 6 bits jmlea sequence number
that is incremented by a value of one from the ipreysequence number
for the same MAC address transmitted in all oudogical channels
with the exception of the conditional unicast andtioast access
channels. On the outroute conditional channeésséguence number is
set to '000000'. The remote terminals use theesegunumber to detect
packet losses.
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Initialization vector: A 7-byte field that provialg the initialization input
to the DES encryption module used to ensure thabwote information is
only accessible to authorized users.

Datagram bytes: This field includes the byteshefdutroute datagram
without segmentation.

Padding bytes, OxFF bytes, are added to make tiepa multiple of 8-
byte encryption words. The padding to the encoypboundary takes
place regardless of the content of the payloadnsaiag_control field.
The padding bytes are encrypted if indicated by the
payload_scrambling_control field.

If an IP packet is fragmented across code blotlesMAC payload carries the
Fragmentation ID in a 16-bit field as defined irblead4.10.1.2.2-2 and Table
4.9.1.2.2-3. Whether the ID field is present orindhe MAC payload is derived
from the section_number and last_section_numbdefased in Table 4.9.1.2.1-
1. If both the section_number and the least siggifi bit of the
last_section_number fields hold value 0x00, it Gadies to the Remote Terminal
that the ID is not present inside the MAC payload thus there is no
fragmentation.

Table 4.9.1.2.2-2. Outroute IPoS M AC PDU Format — Encrypted Payload

Field Length
Field Name (bytes) Comments
Header 12
Sequence Number 1
Initialization Vector 5
Fragmentation ID 2
Datagram Bytes N1
Padding Bytes 1-to-7 Pad the datagram to an encryption
boundary.
CRC-32 4

The description of the fields in the Outroute pagas the following:

Sequence Number: The first two bits of this 8fieid contain the

packet priority (the value '00' representing thedst priority, and the
value '11' the highest). The remaining 6 bits jmlexa sequence number
that is incremented by a value of one from the ipreysequence number
for the same MAC address transmitted in all oudagical channels
with the exception of the conditional unicast andtioast access
channels. On the outroute conditional channetssdguence number is
set to '000000'. The remote terminals use theesegunumber to detect
packet losses.

Initialization vector: A 5-byte field that provialg the initialization input

to the DES encryption module used to ensure thaoOte information
is only accessible to authorized users.
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* Fragmentation ID: 16-bit number that increasepprionally in value.
This field is not encrypted

» Datagram bytes: This field includes the byteshef®utroute datagram
without segmentation.

» Padding Bytes: OxFF bytes, are added to make ttleepa multiple of 8-
byte encryption words. The padding to the encoypboundary takes
place regardless of the content of the payloadngaiag_control field.

Table 4.9.1.2.2-3. Outroute IPoS MAC PDU Format — UnEncrypted

Payload
Field Length
Field Name (bytes) Comments
Header 12
Reserved 6
Fragmentation 1D 2
Datagram Bytes N1
Padding Bytes 1-to-7 Pad the datagram to an encryption
boundary.
CRC-32 4

The description of the fields in the Outroute pagas the following:

* Fragmentation ID: 16-bits number that increasepgutionally in value.
This field is not encrypted

» Datagram bytes: This field includes the byteshef®utroute datagram
without segmentation.

» Padding Bytes: OxFF bytes, are added to make ttleepa multiple of
encryption words. The padding to the encryptionrutary takes place
regardless of the content of the payload scrambtiogtrol field.

49.1.2.3 MAC Trailer
This field contains the CRC-32 described in subseat.9.1.1.4 to verify the
integrity of the outroute transmission.

49.1.3 MAC Addressing

The 96-bit MAC header in the multiprotocol encapsioh profile defines a
48-bit MAC_address field that is used to conveylf®S MAC address used to
deliver user traffic and control messages to ther@piate IPoS terminal. The
MAC_address field in the header is fragmentedrfisids of 8 bits labeled
MAC address_1 to MAC_address_6.

The IPoS MAC addresses are also 48 bits long, leddre represented by a
string of 6 bytes, six pairs of hexadecimal digngh each byte separated by a
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space (for example 00 02 AE 6C 77 9B). IPoS MAG@redgses comply with
reference [14] (found in subsection 1.4 of thiswdoent). In the IPoS MAC
addresses, the bytes are displayed left to rigtitérorder in which they are
transmitted. Bit O of the address is bit O of fingt byte. Bit 47 of the address is
bit 7 of the 6th byte.

The DVB Specification for data broadcasting’'s nurtitocol encapsulation
profile calls for the bytes within a MAC addressafupear in the opposite order
that they appear within the Ethernet frame in exiee [14]. The order in which
the IPoS MAC address appears in the MAC headéraais in figure 4.9.1.3-1;
the order of the bits within the byte does not ggan

IPoS MAC Address

Byte number 1 2 3 4 5 6

Bit number 0 7|8 15|16 23|24 31|32 39|40 47

MAC_ MAC_ last_ MAC_ MAC_ MAC_ MAC_
address | address | reserved section_ | address address address | address | ...

6 5 number 4 3 2 1

Bit number 7 07 0 7 07 07 07 O

IPoS MAC Header

Figure 4.9.1.3-1. IPoS MAC Address to MAC Header Mapping

The MAC_address_1 field contains the MSB of theSROAC address, while
MAC _address_6 contains the LSB of the IPoS MAC aslsir

IPoS MAC addresses take different forms dependmthe type of traffic and
the number of IPOS terminals associated to the MAddresses. IPoS supports
the following MAC addressing modes:

e Unicast

e Multicast

e Superframe Numbering
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 Return Broadcast
* Return Group
« Unicast Conditional Access

e Multicast Conditional Access

49.1.3.1 Unicast Addressing
Unicast MAC addresses are used in all user tredfend from each individual
IPoS terminal or PC. Unicast MAC addresses aréagino a private Ethernet
address on a LAN port.
Each IPoS terminal or PC is configured with onecasi MAC address. This
IPoS unicast MAC address is related to the sedailver of the IPoS terminal.
The serial number of the IP0S terminal is loaded ihe terminal at the factory.
Serial numbers are unique within the particulaidRgstem.
The unicast IP0S MAC address is determined byRioS Iterminal serial
number. The low-order 24 bits of the serial nundrerplaced into the three
high-order bytes of the MAC address. The mappirty® serial number to
fields of the unicast address is shown in tablel4391-1.
Table 4.9.1.3.1-1. Unicast MAC Address
MAC
Address
Bits MAC Header field Description
40-47 MAC_address_6 Holds bits 0...7 of the serial number unique to
each IPoS terminal
32-39 MAC_address_5 Holds bits 8...15 of the serial number
24-31 MAC_address_4 Holds bits 16...23 of the serial number
16-23 MAC_address 3 Set to Ox0A
8-15 MAC_address_2 Set to 0x00
0-7 MAC_address_1 Set to 0x02, defining that the address is a unicast
address
Examples of IPoS unicast addresses are given lie 4a®.1.3.1-2.
Table 4.9.1.3.1-2. [PoS Unicast MAC Address Examples
IPoS Terminal Serial
Address Type Number MAC Address (Hex)
IPoS Unicast Address Serial Number 1 02 00 0A 00 00 01
Serial Number 256 02 00 OA 00 01 00
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49.1.3.2 Multicast Addressing
IPoS multicast addresses are used to transportnisanation to groups of IP0S
terminals or PCs receiving the same outroute garfibe IPoS multicast
addresses are determined from multicast addreesgdiant with reference [15].
A MAC multicast address is obtained by mappingltive-order 23 bits of the
IPoS multicast address into the three high-ordéesgf the multicast MAC
address. Since the IPoS multicast address hagrdicant bits and only 23 bits
are mapped to the MAC address, more than one IRdi®ast address may map
to the same MAC multicast address. Care shoutdhmn to ensure that multiple
IPoS addresses that map to the same MAC addresstansed within the IPoS
system.
The fields of the multicast address are shownlifetd.9.1.3.2-1.
Table 4.9.1.3.2-1. Multicast MAC Address
MAC
Address MAC Header
Bits Field Description

40-47 MAC_address_6 Holds bits 0...7 of the IP address.

32-39 MAC_address_5 Holds bits 8...15 of the IP address.

24-31 MAC_address_4 Holds bits 16...22 of the IP address. Bit 7 of this

byte is zero.

16-23 MAC_address 3 Set to Ox5E

8-15 MAC_address_2 Set to 0x00

0-7 MAC_address_1 Set to 0x01, indicating that the address is a

multicast address.
Examples of multicast addresses are given in #B8l4.3.2-2.
Table 4.9.1.3.2-2. [PoS Multicast MAC Address Examples
Address Type Multicast Address MAC Address (Hex)
IPoS Multicast Address 225.2.3.4 01 00 5E 02 03 04
239.221.204.1 01 00 5E 6D CC 01
The value 0x01 in the first byte of the MAC addregicates the multicast
nature of the address.
49.1.3.3 Superframe Numbering Address

The superframe numbering address is a dedicateditast address used by a
special IPoS channel that allows IPoS terminatiiginguish the network to
which they are connected and to obtain timing imfation needed for inroute
transmissions.

The Superframe Numbering address is given in #i8ld.3.3-1

126



ES wWN -

~N o Ol

©

10
11
12
13
14
15

16

17
18

19
20
21
22

23
24
25

TIA-1008B

Table 4.9.1.3.3-1. IPoS Superframe Numbering
Address

Address Type MAC Address (Hex)
Superframe Numbering 03 00 01 02 00 00

The value 0x03 in the first byte of the MAC addreglcates the broadcast
nature of the address.

49.1.34 Return Broadcast Address
The return broadcast address is used for contresages that must be received
by all IPoS terminals on specific transponderse TRDS return broadcast
address is given in table 4.9.1.3.4-1.
Table 4.9.1.3.4-1. IPoS Return Broadcast MAC Address
Examples
Address Type MAC Address (Hex)
IPoS Return Broadcast 03 0001 01 00 00
49.1.3.5 Return Group Addressing
Return group addresses are used for message®s sem specific group of IPoS
terminals that are assigned to this group. Themeairoup addresses are also
monitored by IPoS terminals that were activatedhan inroute group or are
considering becoming active on that inroute grolipe grouping is implemented
to provide a scalable approach of forwarding infation so that a single IPoS
terminal does not need to process all the retwomaddresses in the system.
Examples of return group address are given in #81d.3.5-1.
Table 4.9.1.3.5-1. IPoS Return Group MAC Address Examples
Address Type Group Number MAC Address (Hex)
IPoS Return Group Group 1 03 0001 00 00 01
Group 2 03 00 01 00 00 02
49.1.3.6 Unicast Conditional Access

The hub uses unicast conditional access addressesd control messages,
designated as conditional access information,dividual IPoS terminals.
Conditional access information, e.g., decryptiopskgermits IPoS terminals to
access different multicast streams.

The MAC unicast conditional access addresses argigél to the unicast traffic
MAC address. Examples of unicast conditional exeglsiresses are given in
table 4.9.1.3.6-1.
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Table 4.9.1.3.6-1.

IPoS Unicast Cond itional Access MAC Address

Examples
IPoS Terminal Serial
Address Type Number MAC Address (Hex)
IPoS Unicast Conditional Serial number 1 02 00 OA 00 00 01
Access
Serial number 256 02 00 OA 00 01 00
49.1.3.7 Multicast Conditional Access

The hub uses multicast conditional access addréssesid conditional access
information to a group of IPoS terminals. The MAMIticast conditional access
addresses are identical to the multicast traffic®ddresses. An example of a
multicast conditional access address is giventtetd.9.1.3.7-1.

Table 4.9.1.3.7-1.

IPoS Multicast Conditional Access Address Examples

Address Type Multicast Address MAC Address (Hex)
IPoS Multicast Conditional |225.2.3.4 01 00 5E 02 03 04
Access
239.221.204.1 01 00 5E 6D CC 01

4.9.1.4

Outroute Logical Channels

This subsection describes the formats in the lbgltannels used for forwarding
IPoS specific control and user information from ki to the IPoS terminals
and their associated PCs.

Logical channels are defined by the type of infdioraand the addressing
associations made among the access points to the lser and the IPoS
terminals receiving the information. The definitiof logical channels isolates
the higher layer’s delivery of information from tpeculiarities of the MAC and
PHYs.

Outroute logical channels are identified by the Rihe multiplexing sublayer
and the IPoS MAC address that indicates the typedastination of the
information.
According to the submultiplexer PID, IPoS logichhanels are divided into:

» Traffic channels

» Control channels

MAC addressing defines three types of connectiatythe logical channel:

1. Point-to-point connections, defined with a ustcddress, to deliver
information to a single IPoS terminal

2. Point-to-multipoint connections, defined witlmalticast address, to
deliver the same information to a group of IPo$iaals
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3. Broadcast connectivity to deliver the same imation to all IPoS
terminals in the system

Table 4.9.1.4-1 provides a list of logical chanmneith examples of their
corresponding MAC and multiplexing layer addresses.

Table 4.9.1.4-1. Classification of IPoS Logical Channels

Type of PID
Channel Logical Channel Designation MAC Address (default)
Traffic Unicast traffic 02 00 XX XX XX XX 0x0004
Traffic Multicast traffic 01 00 5E XX XX XX 0x0004
Control Superframe Numbering 03 00 00 00 00 02 0x0003
Broadcast

Control Return Broadcast 03 00 00 00 00 01 0x0003
Control Return Group 03 00 01 00 XX XX 0x0003
Control Unicast conditional access 02 00 XX XX XX XX 0x0003
Control Multicast conditional access 01 00 5E XX XX XX 0x0003

49.1.4.1

User information and control messages are embeddite the datagram section
of the outroute MAC format as described in thedwihg subsections. The
routing and filtering of packets at the receiviRp$ terminal are made based on
the PID and the MAC addresses.

The control messages format has been defineditagiemented easily and is
flexible enough to accommodate the future signatiegds of the IPoS system.
The first byte, the Frame_type field, in all cohtressage formats identifies the
particular message.

Unicast Traffic Channels

Unicast traffic channels transport user traffic #ddlatagrams inside the
datagram_section of the IPoS MAC structure. Thgetad individual IP0S
terminal is designated in the unicast traffic addria the MAC header.

The content of the datagram_section following th&Qvheader depends on
whether or not scrambling is enabled in the IPoSOvt#eader.

If scrambling is enabled, then the first 8 bytesiadliately following the MAC
header contain:

» Initialization vector, first 7 bytes of the payloadhis field is used for
the decryption of the datagram.

» Sequence number, byte eight of the payload. Télid i specific to
each IPoS terminal and is used to determine thieepaciority and
detect out-of-sequence packets.

If scrambling is disabled, the IP datagram, inahgdine IP header and payload,
immediately follow the MAC header.
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49.1.4.2

Multicast Traffic Channels

49.1.4.3

Multicast traffic channels are used for the disttibn of multicast streams to
groups of authorized IPoS terminals. The multigafstrmation is conveyed to
those groups of PCs inside the datagram sectidA@ PDUs identified in the
multicast address in the MAC header.

The hub distributes a list of keys for multicasffic periodically. If the IPoS
terminal is enabled to receive the multicast addrieen the IPoS terminal will
enable the appropriate IP multicast MAC addredsesauthorized to receive.

Superframe Numbering Channel

This channel provides a timing reference and ifieation for the satellite
transponder over the dedicated MAC superframe nunmgpaddress. Only one
type of control message, designated the SuperfNumgbering Packet (SFNP),
is carried in this channel.

Two SFNPs are sent by the hub every 360 msec domndancy purposes. IPoS
terminals shall have separate state machinesdotina two SFNPs. Only one
SFENP will actively control timing, but the IPoS reta will be able to transition
to the other SFNP when necessary.

The following rules shall be used in processingSR&IP at the IPoS terminals:

* No transmission will be allowed if the IPoS termliR&lY is not
synchronized; this will not affect the IPoS remebility to acquire
network timing.

« Both SFNPs will be monitored, if present, but ar&in selection will
be made only after receiving three consecutivel\@kNPs from the
same source.

» Network timing is declared as in-sync only aftezaiging three
consecutive valid SFNPs from a timing source andggthe local
timing match within eight clock cycles of the 10 ilidlock reference
used at the hub to generate the timing of the SFNRg& will typically
require four superframe times.

* Network timing is declared as out of sync afteereicg two
consecutive SFNPs from the selected timing soundehaving the local
timing off by more than 16 clocks.

* Network timing is declared as out of sync and teéevork timing source
becomes unselected after not receiving any SFNRbree superframe
times.

» Network timing is declared as out of sync and teéevork timing source

becomes unselected after not receiving two consec8FENPs for five
superframe times.

130



WN -

(o2&

11

12
13
14
15
16

17

18
19
20

21
22
23

24
25
26

27
28

29
30

31
32

33
34
35

36

49.1.4.4

TIA-1008B

» Network timing is declared as out of sync and teéevark timing source
becomes unselected after not receiving three catise¢SFNPs for
seven superframe times.

Return Broadcast

49.1.45

This logical channel is used to distribute conimaglssages to all IPoS terminals.
The following control messages are transmitted thvisrchannel:

* Inroute Group Definition Packet (IGDP). This magsaefines available
return channel groups and resources available @mgraup.

* Inroute Command/Ack Packet (ICAP). This messaggains a list of
commands to be sent to the IPoS terminal from the h

Return Group Logical Channels

The return group logical channels are used forrobnmessages sent to specific
IPoS terminals assigned to a group. The returomtagical channels are also
monitored by IPoS terminals that were recentlyactin that inroute group or
are considering becoming active on that inrout@igrorl he grouping is
implemented to provide a scalable approach to mnétisg control messages.

The message types received over the return loghaainels are:

* Bandwidth Allocation Packet (BAP): This messagetams the
bandwidth allocation and the allocation of the laite each IPoS
terminal in the group.

* Inroute Acknowledgment Packet (IAP): This messam#ains a
bitmask indicating which bursts in the frame warecgessfully received
at the hub.

* Inroute Command/Ack Packet (ICAP): This messageains a list of
commands and explicit acknowledgments sent to tBoSinals from
the hub.

* Inroute Timing Feedback Packet (ITFP): This messageains feedback
on the timing accuracy with which the Hub receieednroute packet.

» Inroute Signal Receive Power Feedback Packet (ISH#3 message
contains the power at which the Hub received aoulier packet.

» Inroute Timing Poll Packet (ITPP): This messagetaimis a request from
the Hub to the IPoS Remote Terminal for its curtgning information.

* Mesh Command and Acknowledgment Packet (MCAP): Tessage

contains a bitmask indicating which mesh commuroaabursts in the
frame were successfully received at the Mesh Resdbontroller.
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49.1.4.6

It is important to note that if an inroute groupredises that it has Aloha or
unallocated ranging bursts, the inroute group rhase some number of those
bursts defined every frame for the next 10 franfesithermore, the number of
bursts should be evenly spread across all framgginuperframe. Failure to
meet this requirement will result in higher cobiisirates and increased user
latency.

Unicast Conditional Access Channel

49.1.4.7

Unicast conditional access channels are used byubéo send periodic control
messages containing decryption keys and other tiondi access information to
specific IPoS terminals with enabled MAC addressE® rate at which the
Conditional Access messages are sent is contriojigghrameters in the hub.

Only one type of command, designated Periodic Aefaponditional Access
Update (PACAU), is sent over this channel.

Multicast Conditional Access Channel

4.10

Over this channel, the hub sends periodic conteggages containing mappings
of multicast keys to the list of multicast MAC addses included in the PACAU.

Only one type of command, designated Periodic Et¢fBeoadcast (PEB) is sent
over this channel. PEB commands are sent contgiyion support relatively
quick notification in the event of a key change/anthe addition of new IPoS
terminals.

Inroute MAC Sublayer

The inroute in IP0S is significantly different frotme outroute direction because
of the need to optimize transmission over highlyjnawetric satellite links. The
inroute MAC adapts user and control informatiom igéneric byte-oriented
streams that map the higher order information ineoTDMA frame format
defined by the IPoS PHY over the inroute direction.

The information from individual IPoS terminals teethub over the inroute
channels is structured as one or more MAC PDUsh B#8AC PDU is
transmitted over the payloads of a block of congeeslots associated to a time
interval defined by the inroute bandwidth allocatfwocedure. Each assigned
interval consists of a sequence of slots withinrthdtifrequency TDMA
structure defined at the PHY.

Figure 4.10-1 illustrates the segmentation and gswdation of higher order

information, through the inroute protocol layergtie payload of the TDMA
bursts, defined at the PHY.
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Figure 4.10-1. Inroute MAC Encapsulation of Datag rams
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User level IP datagrams are segmented at the aiploé IPoS terminal DLC into
one or more MAC PDUs, or datagram fragments, whiehbuffered until
successfully transmitted over the inroute link.eTiwroute MAC layer
encapsulates the information to be transmittedtimdoyte stream formed by the
payload of the bursts transmitted by the IPoS remot

Proper recovery of the inroute information at th hequires a reliable, in order,
processing of the payload of the group of burséslue transmit the IP datagram.
To resolve problems due to data loss on the inydeSLC provides an
acknowledgment procedure.

The burst payload size of each of the bursts tratesrby the IPoS remote varies
with the number of effective slotsgNised in the inroute transmission, the
transmission rate, and FEC encoding in the inroatder. The payloads defined
by the PHY for the different types of bursts aneegiin table 4.10-1

Table 4.10-1. Burst Payloads

Burst Type Burst Payload
Size (Bytes)
BTCH256_1/3TB 10*Ns
BTCH256_1/2TB 15* Ng
BTCH256_2/3TB 20* Ng
BTCH256_4/5TB 24* Ng
BTCH512 1/3TB 10* Ng
BTCH512_1/2TB 15* Ng
BTCH512 2/3TB 20* Ng
BTCH512 4/5TB 24* Ng
BTCH1024 1/3TB 10* Ng
BTCH1024 1/2TB 15* Ng
BTCH1024 2/3TB 20* Ng
BTCH1024 4/5TB 24* Ng
BTCH2048 1/3TB 10* Ng
BTCH2048 1/2TB 15* Ng
BTCH2048 2/3TB 20* Ng
BTCH2048_4/5TB 24* Ng
BTCH4096 1/2TB 15* Ng
BTCH4096_2/3TB 20* Ng
BTCH4096 _4/5TB 24* Ng
BTCH6144 1/2TB 15* Ng
BTCH6144 2/3TB 20* Ng
BTCH6144 4/5TB 24* Ng
ATCH256_1/2LDPC 15* Ng
ATCH256_2/3LDPC 20* N
ATCH256_4/5LDPC 24* Ng
ATCH256_9/10LDPC 27* Ng
ATCH512 1/2LDPC 15* Ng
ATCH512 2/3LDPC 20* N
ATCH512_4/5LDPC 24* N
ATCH512_9/10LDPC 27* N
ATCH1024_1/2LDPC 15* Ng
ATCH1024_2/3LDPC 20* N
ATCH1024_4/5LDPC 24* N
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Table 4.10-1. Burst Payloads

Burst Type Burst Payload
Size (Bytes)
ATCH1024 9/10LDPC 27* Ng
ATCH2048 1/2L.DPC 15* Ng
ATCH2048_2/3LDPC 20* Ng
ATCH2048 4/5LDPC 24* Ng
ATCH2048 9/10LDPC 27* Ng
4.10.1 Inroute Logical Channels
Two logical channel types are defined in the ineaditection:

0 Unallocated channels aka Aloha Channels: Thesslatiseor groups of
slots designated to be shared by multiple IPoSitaisusing a random
access procedure. The unallocated channels anarnisi used for
control messages in the inroute direction. Piggklrey of user data with
control messages is supported in the Aloha channels

0 Allocated channels: These are slots or a sequarslets in an allocated
time interval that are dedicated to one specif@SRerminal for the
transmission of user information.

The following subsections define the MAC structuiarshboth types of logical
channels.
4.10.1.1 MAC Formats for Unallocated Channels

The unallocated channels are mainly used to tremefgrol messages in the
inroute direction. Also, user datagram can be ssing the unallocated channel.
The most prevalent control messages sent ovemiféouated logical channels
are as follows.

« Bandwidth Allocation Request (BAR)

* Ranging Request

The MAC structures used over the unallocated ldgicannels consist of four
sections:

1. MAC header

2. Adaptation field

3. Payload or datagram bytes
4. Traller field

The adaptation field is particularly used to contles/ control messages. The
description of adaptation field and thus the cdntressage specification is
provided in section 4.12.4.
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The encapsulation of the datagram in the inrouteOMPOU for unallocated
channels is shown in table 4.10.1.1-1.

Table 4.10.1.1-1. Inroute MAC PDU Format

Field
Length
Field Name (Bytes) Comments
Header 9 byte
Adaptation OtoM Can vary from 0 to M byte
Payload P P number of user bytes
Trailer field T For Trubo Code, the trailer field is BCH code
and T=5.
For LDPC code, the trailer field is CRC-16 and
T=2

The format of trailer field in the MAC PDU deperals the coding used in the
PHY. Also, the inroute MAC structure might include Adaptation field that is
used to convey control information to the hub.

4.10.1.1.1 MAC Header for Unallocated Channels

The MAC header for unallocated burst is showEkiror! Reference source not

found..

Table 4.10.1.1.1-1. MAC Header for Unallocated

Channel

Field Name Field Length (Bits)

Backlog_indicator

Adaptation_indicator

Version

Extended Version Present

Adaptation_Length

Bandwidth Request Type

Serial_number

N

Aloha CRC

Extended Version

Backlog

N|o|o|d|k|k|Rk [Nk

N

The description of the fields in the MAC headethis following:

Backlog_indicator: This flag indicates the preseatthe Backlog field.
Set to '1' to indicate the presence of backlog.

Adaptation_indicator: This field indicates the ggace/absence of the
Adaptation field. Setto ‘0" to indicate that adafstation field is present.

Version: This field identifies the version of thetocol. The IPoS
terminal shall specify a value of 4 for the versimmber. Since two bits
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cannot represent message version 4, the followktgrieled Version
Present field is used and this version field igcéd0’.

Extended Version Present: A value of zero inde#tere is no extended
version field. A value of 1 indicates one more kgtadded for the
version number. The value of this field will be td' represent message
version >= 4,

Adaptation_Length: Indicates the number of bytssduby the
Adaptation field if the Adaptation_indicator is s& value of 0 indicates
that the Adaptation_Length field is 2 bytes longatue of 1 indicates
that the Adaptation_Length field is 1 byte long.

Bandwidth Request Type: This bit indicates the typbandwidth
requested. Valid values are: 0 — Star bandwidibest; 1 — Mesh
bandwidth request. A star only terminal shall ket field to O.

Serial_number: This field contains an IPoS tertfgrizb-bit serial
number.

Aloha CRC: CRC of unallocated burst header bytagisg from the
backlog indicator till and including backlog fie{d present). The Aloha
CRC byte itself is treated as zero while calcutatime CRC. CRC is
calculated and filled in by the Remote Termind@GDP message (refer
to section 4.12.6) indicates that Hub expectslijiie to be present in
unallocated message . The Hub would calculate B@ @n the same
bytes in incoming unallocated bursts and discaedties on which CRC
check fails.

Extended Version: This is the most significant & loif the version
number, the least 2 significant bits are obtaimethfthe version field.
Should the ‘Extended Version Present’ field beteed’, then this field
will be set to 0.

Backlog: This field has three bytes. The first twaes, which provides
the total backlog in bytes, is encoded as a flggboint number with a 2
bit exponent field and a 14 bit mantissa, and Béllrounded up by the
remote terminal. The backlog is indicated by

Bfcklog[15:14] Backlog[13:0]x 2.

This yields an even number up to 2 MB, which isrieximum
reasonable queue size to be tracked since thisuMtloccupy a 2ZMSPS
inroute for 2 seconds. The third byte containshiigest priority for
which there is a backlog in the two high-order bitsl the remainder of
the byte identifies the percentage in 1/64 units {talue is
((n+1)/64)*backlog where “n” is the number provided
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4.10.1.1.2

Payload

4.10.1.1.3

A remote terminal can send user information overRhayload field of inroute
unallocated logical channels designated for Alshadmission. The inroute user
information, or IP datagrams, shall be segmentetkfised in subsection 4.10.2.
There is not a relationship between the datagramderies and the boundaries
of the Payload field in the MAC format for unallded inroute channels.

Depending on the configured length, the Paylodd figght contain a segment
of an IP datagram or multiple IP datagrams.

Trailer Field

For turbo code inroutes, the BCH code is used theefirailer field for the
purpose of detecting errors occurring in the traasion of MAC PDU over the
unallocated channels. The definition of BCH codmisection 3.4.3.1.1.

At the hub, the BCH code is used to correct andalehe error in the MAC
PDU. MAC PDUs with errors are dropped, but statsstif the CRC failures are
retained by the hub.

For LDPC inroutes, the CRC-16 is used over theldiréield..

The CRC-16 is calculated with the following polyniain
X+ X+ + 1

The preset (initial) value is 0x0000.

The following steps describe the operation of lewdation of the CRC-16 by
the IPoS terminal:

» Before CRC processing, each delay element is st itaitial value '0'.
» The switches are set in position A.

» The entire MAC PDU, with the exception of the CR€ld, is shifted
and simultaneously transmitted through the shiftaégram, starting
from the IP source address field, passing throbgtshift register cells
with the connections of the CRC-16 polynomial aimogtaneously
transmitted to the output.

» The content of the shift register after passingdlsebit is the CRC-16,
which is appended in the trailer field of the MADW.

» The switches are moved to position B.
» The shift register is clocked 16 times, and theteatnof the shift register

is transmitted to the output, starting with thediithe end of the shift
register.
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Figure 4.10.1.1.6-1 shows a typical implementatibthe logic used to calculate

CRC-16.
Input ——— A
@pm
4B
XO X2 X15 X16 Y
> > +
A
B
0
Figure 4.10.1.1.3-1. CRC-16 Calculation
At the hub, the CRC is computed in an identical nesiron the received data.
MAC PDUs with an invalid CRC-16 are dropped, batistics of the CRC
failures are retained by the hub.
4.10.1.2 MAC Formats for Allocated Channels
The MAC format used to encapsulate user informatier allocated channels
contains the same four-section structure of a MALRor unallocated
channels:
1. MAC header
2. Adaptation field
3. Payload or IP datagram fragment
4. Trailer field
The Adaptation field for allocated channels sethessame purposes and
includes the same options as does the Adaptagthfiir unallocated channels
described in section 4.12.4.
The encapsulation of the datagram in the inrouteOMPOU for allocated
channels is shown in table 4.10.1.2-1.
Table 4.10.1.2-1. Inroute MAC PDU Format
Field
Length
Field Name (Bytes) Comments
Header 7 byte
Adaptation OtoM Can avry from 0 to M byte
Datagram bytes P P number of bytes
Trailer Field T For Trubo Code, the trailer field is BCH code and
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T=5.
For LDPC code, the trailer field is CRC-16 and
T=2

4.10.1.2.1

The trailer field in the MAC PDU adepends on thding type used in the PHY.
The inroute MAC structure might include an Adapiatfield that is used to
convey control information to the hub and alsossdifor padding the MAC
PDU to the combined payload of the group of inrdaests.

MAC Header for Allocated Channels

The MAC header for sending IP datagrams over ttaute allocated channels is
shown in Table 4.10.1.2.1-1.

Table 4.10.1.2.1-1. MAC Header for Allocated

Channels
Field Length
Field Name (Bits)

Backlog_indicator 1
Adaptation_indicator 1
Start_of new_|Pdatagram 1
Bypass Reliable Link Layer (RLL) 1
facility

Traffic_priority 2
Reserved 1
Adaptation_length 1
Reserved 4
Sequence_number 20
Backlog 24

The description of the fields in the MAC headerdfiocated channels is the

following:

Backlog_indicator: This flag indicates the preseatthe Backlog field.

Set to '1' to indicate the presence of backlog.

Adaptation_indicator: This field indicates the ggace/absence of the
Adaptation field. Set to '0' to indicate Adaptatiield is present.

Start_of _new_IPdatagram: This field indicate$d following datagram
is the start of a new IP datagram or the contiomadf a previous IP
datagram. A value of 1 indicates that the stagt néw IP datagram
follows; a value of 0 indicates that a continuedi&?agram follows.

Bypass Reliable Link Layer: A value of 1 indicatkat the datagram at

the beginning of the burst does not utilize the&akdé link layer, i.e. no
link layer acknowledgment is required.
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» Traffic_priority: This field indicates the prioyitevel of the datagram at
the beginning of the burst. Note that a preemgtdgram may
continue in the burst, and this continuing datagnaay be at a different
priority level than the datagram at the beginnifthe burst. This field
allows up to four priorities with the value 0 indiing the highest
priority.

» Reserved: This field is set to the value 0 andtigd by the hub.

» Adaptation_length: This field indicates the numbgbytes used for the
length of the Adaptation field if the Adaptatioelfi is present. The
value '0' indicates that the number of bytes usethk length of the
Adaptation field is 2 bytes. The value '1' indésathat the length of the
Adaptation field is in a single byte.

* Sequence_number: This field is used for the retréssion protocol.
This is the byte address of the first byte of theagsulated payload or IP
fragment.

» Backlog: This 3-byte field supports prioritizedckbog information.
The first two bytes provides the total Backlog ytds. It is encoded as a
floating point number with a 2-bit exponent fielddaa 14-bit mantissa
and shall be rounded up by the IPoS terminal. Bdxeklog shall be
indicated by

4Backiogl1s14y Backlog[13:0]x 2.

This shall yield an even number up to 2M, whicthis maximum
practicable queue size to be tracked since thiduliy occupy a 2MSPS
inroute for 2 seconds. The third byte containshily@est priority for
which there is a backlog in the two high-order bitsl the remainder of
the byte identifies the percentage (of the backhadg belongs to the
priority indicated by the two higher-order bytes)l¥64 units (the value
is ((n+1)/64)*backlog where n is the number prodide

4.10.1.2.2  Trailer Field
The Trailer field for MAC PDUs over allocated chahis the BCH code for
turbo-coding and CRC-16 for LDPC coding describedubsection 4.10.1.1.3.
4,10.2 Inroute Segmentation

This subsection defines the segmentation that nigdget place in the inroute
direction to divide higher level units of informai, user IP packets, or control
messages into one or more fragments that fit mtadatagram_bytes section of
the MAC PDUs. The mapping of IP packets into nplétiMAC PDUs provided
by inroute segmentation is intended to allow arcieiffit distribution of inroute
capacity among the population of IPoS terminals.

To support the reassembling of all the fragmentegeed by the IP0OS terminals
at the hub, fragmentation delimiters are definedHe inroute direction. These
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4.10.2.1

delimiters shall be used on the inroute allocatexthoels depending on the
following factors:

» Start of a new IP datagram for a given priorityhet start of a burst.
Also, the start of a new IP datagram for a givearfty offset in the
burst if the priority for the new IP datagram ie game as the priority for
the IP datagram at the beginning of the burst.

» Start of a new IP datagram for a given priorityseffin the burst. The
new IP datagram that is starting offset in the bisrfom a different
priority than the IP datagram at the beginninghefburst.

» Continuation of an IP datagram for a given prioatythe start of a burst.

» Continuation of an IP datagram for a given priogffset in the burst.
The continuing IP datagram that is offset in thesbis from a different
priority than the IP datagram at the beginninghefburst.

» Continuation of a packet that does not use relitkelayer facility at
the start of a burst.

The appropriate fragmentation is part of the paylsection of the MAC PDU
and shall always be present before the start ofiditegram. This presence is
independent of whether the fragment is startingebeginning of an IP
datagram or offset in the IP datagram.

Start Fragmentation Header — Beginning of  MAC PDU

410.2.1.1

The start fragmentation header described in thisexttion shall be used when a
new IP datagram for a given priority starts atlibginning of a MAC PDU or if
a new IP datagram starts offset in the MAC PDU thiedpreceding datagram
was from the same priority. For this start fragtaéon header, the
Start_of_new_IPDatagram field shall be set tortié datagram CRC is
calculated at the terminal before any header cosspre. At the hub, the CRC
check is done after header decompression.

Start Fragmentation Header — Beginningo f MAC PDU

Table 4.10.2.1.1-1 shows the payload of MAC PDUsisiing of the start
fragmentation header followed by the rest of thedagram fragment.
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Table 4.10.2.1.1-1. Start Fragmentation Header - Beginning of

MAC PDU
Field Name Field Length (Bits)
Start_of new_IPdatagram 1
Bypass RLL 1
Traffic_priority 2
Datagram_counter/CRC 12
Protocol_version 4
Header length 4
Type_of service 8
Reserved 2
Protocol_Type 3
Length 11
Rest_of datagram Nx8

The description of the fields for the start fragte¢ion header for the new IP
datagrams is:

Start_of _new_IPdatagram: This field indicate$d following datagram
is the start of a new IP datagram or the contiouadf a previous IP
datagram. A value of '1'indicates that the sihe new IP datagram
follows; a value of '0' indicates that a contindledlatagram follows.

Bypass RLL: A value of 1 indicates that the datagat the beginning
of the burst does not utilize RLL.

Traffic_priority: Used to allow up to four prioids, with the value O
indicating the highest priority.

Datagram_counter/CRC: This field shall be fillethathe 12-bit CRC
(CRC-12) described in subsection 4.10.2.5. The @RGhall be
calculated by the IPoS terminal before header ceagon.
Protocol_version: This field takes the value 4lfow4.
Header_length: This field in IP shall be the IRder length.
Type_of_service: This field in IP shall be theaygf service.

Reserved: This field shall be set to the valug (PoS terminal and
ignored by the hub.

Length: This field shall be used to indicate thegth of the datagram,
starting with the protocol version field. Thislflés 11 bits long because
the maximum datagram is less than 2000 bytes olPth® system.

Rest_of datagram: The value of P is derived froenLiength field,
where P = Length in bytes from Length field — 4dsyt
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4.10.2.2 Start Fragmentation Header — Offset in MAC  PDU

The start fragmentation header described in thisexttion shall be used when a
new IP datagram for a given priority starts ofised MAC PDU, and it is from a
different priority than the preceding datagram.r fhis start fragmentation
header, the Start_of _new_IPDatagram field shadidieo '1'.

4.10.2.2.1  Start Fragmentation Header — OffsetinM AC PDU

Error! Reference source not found.shows the payload of the MAC PDU
consisting of the Start Fragmentation header fadldy the rest of the IP
datagram fragment.

Table 4.10.2.2.1-1. Start Fragmentation Header Offset —

in MAC PDU
Field Name Field Length (Bits)
Start_of new IPdatagram 1
Bypass RLL 1
Traffic_priority 2
Datagram_counter/CRC 12
Sequence_number 24
Protocol_version 4
Header_length 4
Type_of service 8
Reserved 2
Protocol_Type 3
Length 11
Rest_of datagram Px8

The description of the fields for the start fragta¢ion header for the new IP
datagrams is the following:

Start_of_new_IPdatagram: This field indicatesd following datagram
is the start of a new IP datagram or the contiuadf a previous IP
datagram. A value of 1 indicates that the stagt néw IP datagram
follows; a value of 0 indicates that a continuedi&?agram follows.

Bypass RLL: A value of 1 indicates that the datagat the beginning
of the burst does not utilize RLL/

Traffic_priority: Used to allow up to four priowds, with the value 0
indicating the highest priority.

Datagram_counter/CRC: This field shall be filleithithe 12-bit CRC
(CRC-12) described in subsection 4.10.2.5. The @RGhall be
calculated by the IPoS remote before header comipresThe Sequence
Number field shall not be included in the CRC chltians.

Sequence_number: This field shall contain the i24dmuence number

for the given priority. The sequence number igdlusesupport the
retransmission protocol if the real-time traffi¢ isi not set. The inserted
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Sequence_number field shall not be consideredopéne original
stream, so the 3 bytes used by this field shoulc@fiect the "running"
sequence number.

» Protocol version: This field takes the value AlIRv4.
» Header_length: This field in IP shall be the IRdr length.
» Type_of service: This field in IP shall be theayuf service.

» Reserved: This field shall be set to the valug (PoS terminal and
ignored by the hub.

» Length: This field shall be used to indicate tegth of the datagram
starting with the protocol version field. Thislflas 11 bits long because
the maximum datagram is less than 2000 bytes olPth® system.

» Rest_of _datagram: The value ofP is derived froenLi#ngth field, ,
where P = Length in bytes from Length field — 4dsyt

4.10.2.3 Continuation Fragmentation Header — Beginn  ing of MAC PDU
The continuation fragmentation header describebdignsubsection shall be used
when an IP datagram for a given priority continaethe beginning of a MAC
PDU. For this continuation fragmentation headwss, $tart_of new_IPDatagram
field header shall be set to '0".
4.10.2.3.1  Continuation Fragmentation Header — Begi  nning of MAC
Table 4.10.2.3.1-1 shows the payload of the terimilkBAC PDU consisting of
the continuation fragmentation header followedHh®yriest of the IP datagram
fragment. Note that the Sequence_number field dotsxist in this
fragmentation header; the sequence number foratsghm is provided by the
MAC header.
Table 4.10.2.3.1-1. Continuation Fragmentation Header —
Beginning of MAC PDU
Field Name Field Length (bits)

Start_of new_Ipdatagram 1

Bypass RLL 1

Traffic_priority 2

New IP offset 1

Reserved 1

New IP offset pointer 10

Rest_of _datagram Px8

The description of the fields for the start fragte¢ion header for the new IP
datagrams follows:

» Start_of new_IPdatagram: This field indicate$d following datagram
is the start of a new IP datagram or the contiomadf a previous IP
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4.10.2.4

datagram. A value of 1 indicates that the staet néw IP datagram
follows; a value of 0 indicates that a continuedi&?agram follows.

» Bypass RLL: A value of 1 indicates that the daaagat the beginning
of the burst does not utilize RLL.

» Traffic_priority: Used to allow up to four prioidts, with the value 0
indicating the highest priority.

* New IP offset: A value of 1 indicates that a newdERagram starts offset
in this burst. A value of 0 indicates that no n@&wdatagram start offset
in the burst.

» Reserved: This field is set to the value 0 andtigd by the hub.

* New IP offset pointer: This field provides thegd#t, in bytes, where the
new IP datagram begins. The offset is from thero@gg of this
continued IP datagram header. Assumes that maxibwist size is less
than 2710 bytes, (1024).

* Rest of datagram: The value of P is derived froenlibngth field, where
P = Length in bytes from Length field — 4 bytes.

Continuation Fragmentation Header — Offset  in MAC PDU

4.10.2.4.1

The continuation fragmentation header describebdignsubsection shall be used
when an IP datagram for a given priority start cargs at the offset in a MAC
PDU. For this continuation fragmentation headwss, $tart_of new_IPDatagram
field in the MAC PDU header shall be set to '0'.

Continuation Fragmentation Header — Offs et in MAC

Table 4.10.2.4.1-1 shows the payload of the terhhit#eC PDU consisting of
the continuation fragmentation header followedhmyrest of the IP datagram
fragment.

Table 4.10.2.4.1-1. Continuation Fragmenta tion Header —
Offset in MAC PDU

Field Name Field Length (bits)

Start_of new_Ipdatagram

1

Bypass RLL

1

Traffic_priority

2

Reserved

4

Sequence_number

24

Rest_of datagram

Px8

The description of the fields for the start fragte¢ion header for the new IP

datagrams follows:

» Start_of new_IPdatagram: This field indicate$d following datagram
is the start of a new IP datagram or the contiouadi a previous IP
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datagram. A value of 1 indicates that the staet néw IP datagram
follows; a value of 0 indicates that a continuedi&?agram follows.

» Bypass RLL: A value of 1 indicates that the daaagat the beginning
of the burst does not utilize RLL.

» Traffic_priority: Used to allow up to four prioidts, with the value 0
indicating the highest priority.

» Reserved: This field is set to the value 0 anaiigd by the hub.

» Sequence_number: This field shall contain thei24dguence number
for the given priority. The sequence number igdusesupport the
retransmission protocol if the real-time traffi¢ isi not set. The inserted
Sequence_number field shall not be consideredopéne original
stream, so the 3 bytes used by this field shoulc@fiect the "running"
sequence number.

» Rest_of _datagram: The value of P is derived froenLtength field, ,
where P = Length in bytes from Length field — 4dsyt

Continuation RLL Bypass IP Datagram —Start  of Burst

IP packets that bypass RLL feature would be alloteespan multiple bursts.
This requires the use of sequence numbers and péismnheaders on packets. In
case of a burst loss for packets that use RelldbleLayer (RLL), the hub and
remote achieve synchronization by ‘GO back N’ pcotoSince packets from
gueues that bypass reliable link layer are noansimitted, a new mechanism is
needed to re-synchronize hub and remote. The halddsbhe able to extract any
good CBR packet that might exist in a burst. SIGB&R packets are always in
the beginning of a burst one of the two followirgarios can occur after a
burst loss.

* New datagram / start of a burst

The hub would discard any datagram that are inrpssgfor RLL bypass Queue
and act on the new datagram. Also the hub wouldsaits expected to sequence
number to be the sequence number in the new retdatagram.

* Resumed datagram / start of a burst.

If the sequence number in the burst header doemaiah what the hub is
expecting, indicating lost bursts, the hub doesknoiv the in-progress IP
datagram ends and a new one begins. The contindatigementation header
described in this subsection is used for the rdgymization between the hub
and remote in this situation. This header willydod¢ used for RLL bypass data,
as the “GoBackN" retransmission protocol handlesrtbrmal priority case.
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in MAC PDU
Field Name Field Length (bits)
Start_of new_IPdatagram 1
Bypass RLL 1
Traffic_priority 2
New IP offset 1
Reserved 1
New IP offset pointer 10
Rest_of datagram Px8

The description of the fields for the start fragte¢ion header for the new IP
datagrams follows:

Start_of _new_IPdatagram: This field indicate$d following datagram
is the start of a new IP datagram or the contiouadi a previous IP
datagram. A value of 1 indicates that the stagt néw IP datagram
follows; a value of 0 indicates that a continuedi&?agram follows.

Bypass RLL: A value of 1 indicates that the datagat the beginning
of the burst does not utilize RLL.

Traffic_priority: Used to allow up to four prioids, with the value O
indicating the highest priority.

New IP offset: A value of 1 indicates that a newdlRagram starts offset
in this burst. A value of 0 indicates that no n@&datagram start offset
in the burst.

Reserved: This field is set to the value 0 andtigd by the hub.

New IP offset pointer: This field provides thes#t, in bytes, where the
new IP datagram begins. The offset is from ther@gg of this
continued IP datagram header. Assumes that maxibwist size is less
than 2710 bytes, (1024).

Rest of datagram: The value of P is derived froenltbngth field, where
P = Length in bytes from Length field — 4 bytes..

Datagram CRC Calculation

This subsection details how to perform the CRC-dl2wdation in the
Datagram_counter/CRC field of the fragmentationdeea The Datagram
Counter/CRC field shall be filled in initially wita 12-bit datagram counter for
non-real-time traffic and with zero for real-tinraffic. The datagram counter is
specific to each traffic priority and does not i real-time traffic within a

priority.

The purpose of the Datagram_counter field is teatdbss of synchronization
between the IPoS terminals and the hub. This essurcorrupted reassembly,
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correct destination addresses, correct decompresset length, and no loss of
datagrams.

The CRC-12 is calculated with the following polynah{0OxF01):
XX+ +x+ 1
The preset (initial) value is OXFFF.

The following steps describe the operation of #lewation of the CRC-12 by
the IPoS terminal:

1. Before CRC processing, each delay element is st itatial value '1".

2. The datagram, starting from the IP Source Addriesds passes through
the CRC with the initial vector set to the retur@&@dC value from
step 1. The initial 12 bytes of the IP headerskipped over.

3. A trailer consisting of the IPoS terminal seriahmer (32 bits),
Hybrid/IP Gateway IP address, and original IP lergsses through the
CRC with the initial vector set to the returned CiR{lue from step 2
above.

4. After shifting the last bit of the trailer into tli&RC-12, the output of all
delay elements is read and the final CRC valutoigd in the Datagram
CRC field of the Datagram_counter/CRC field.

Failures on the CRC-12 shall be considered as sgni#ation failures. The hub
shall force the IPoS terminal to the inactive statmitiate resynchronization. If
the CRC-12 failure occurred on a datagram thatdeagynated as real-time
traffic, the resynchronization mechanism will netdmployed, and the IPoS
terminal will remain in the Active state.

Error Handling

4.11

Should there be any protocol error, any prioritperany de-compression error
or datagram CRC error on data receive via the IRofite, a Compression
History Reset command is sent to the Remote Tetrinthe IPoS Hub. Upon
its reception, the Remote Terminal shall resexagram Counter and
Sequence Numbers that are associated with priguidyies excepting CBR.
Finally, the Remote Terminal shall acknowledge@enpression History Reset
command via the transmission of a Compression Redeadaptation.

MAC Procedures

411.1

System Timing

There are two system timing models available feringhe IPoS System:

* Open Loop Timing
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411.1.1
411.1.1.1

* Closed Loop Timing.

The decision to use Open-Loop or Closed-Loop Tinsngne that is taken at the
IPoS Hub. The rationale for using each timing sysi® beyond the scope of this
document.

Either Open-Loop or Closed-Loop Timing can be usedesh communications
by a mesh capable IPoS terminal. For mobile IPa8ital, Closed-Loop

Timing is mandatory. An IPoS mesh terminal uses pinocedure to synchronize
its transmission timing with the IPoS hub for itarsor hub-spoke mode of
communication. However, it shall perform additiotialing procedure to
synchronize transmission timing with peer mesh ieahs so that tranmistted
bursts are received correctly at the peer mesliverse This procedure is
described in section 4.11.10.9.

Open Loop Timing

Overview

The IP0S system uses a star topology with the hthieacenter of the star and
the remote terminals at the points of the stare Alib sends a continuous DVB
TDM (time division multiplexing) data stream to thatellite for broadcast to all
the remote terminals in the coverage region. Eheote terminals use TDMA to
access shared inroute channels for transmissiomsgh the satellite to the hub.
TDMA requires that each remote terminal transrsitéta bursts to the satellite
for relay to the hub such that the bursts stattiwia narrow window of time, the
aperture, within a specified burst of a particfitame at the hub.

In the IP0S system with open loop timing, this &eris 125us for assigned
traffic bursts and Aloha bursts and 2 msec for iraursts (see subsection
3.4.4.1). The propagation time from a remote teaiio the hub through the
satellite can vary by more than 10 msec from on®te terminal to another,
depending on the position of the particular remetminal on the Earth. This
variation requires that each remote terminal exepubcedures to determine
exactly when it should transmit a data burst soithaill arrive at the hub within
the proper 12fis aperture.

Figure 4.11.1.1.1-1 shows the timing relationshigesveen the hub and a remote
terminal. A vertical line on the figure shows wiehappening at the hub (at the
top) and at the remote terminal (at the bottonthatsame time. The horizontal
axis is marked in 45 msec units — the duratiomaheoute frame. The hub is a
constant reference for all IPoS system timing aaduency, and the remote
terminals must establish an accurate time referszlative to the hub's fixed
standar@l Note that:

Tho = Ths+ Tsr* Tro+ Trs+ Tsh
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where:

Tho:

Tsr

Tro

Trs

Tsh

SFNR:

TIA-1008B

hub offset time (time between the intended oalidiene of
transmission of SFNPat the hub and the start of reception of
frame N at the hub)

propagation time from hub to satellite (same galg E )

propagation time from satellite to remote terrhigame value
as Trs

remote terminal offset time (Time between “idaa@teipt of
SFNR, at a remote and the transmit time for the start of
transmission for frame N at this remote)

propagation time from remote terminal to satellit

propagation time from satellite to hub

Superframe numbering packet that marks Frame N
(Superframe number = int (N/8))

The hub-to-satellite round-trip timeyE+ Ts., can also be written ag,§.+.

Then:

Tho = Thsnt Tsrt Tro + Trs

If a remote transmits at the end of itg Tnterval, the hub will receive the burst
in the first burst position within the frame. Iifet remote is assigned to transmit
at a burst position later in the frame, it shalbgleof its transmission by the
corresponding number of time slot intervals.
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Figure 4.11.1.1.1-1. IPoS System Timing Relations hips

The DVB outroute does not have any time markerdh&mote terminal can use
to synchronize its time reference with the hulbi®wever, the remote terminals
must establish a time reference that is sufficjealigned to the hub's time
reference so that bursts arrive within the apertdi@ provide this timing
reference, the hub transmits an SFNP on the oetanute every superframe
(eight frames, or 360 msec.). Table 4.12-4 in $bistion shows the format of the
SFNP containing a frame number (not a superframaeu), so the frame
number in successive SFNPs increments by 8.

As Figure 4.11.1.1.1-1 shows, the hub starts treute TDMA frame one time
interval specified in the Hub_timing_offset fieldthe SFNP message,dl after
it transmits the SFNP. Although the SFNP giveswhlee of T in use, To
remains constant for a given system after it staitigl operation. T,o must be
set large enough that an SFNP can be receiveddyynanal that is farthest from
the satellite, have that terminal do some procgdsiay two frames worth), then
transmit a data burst in time to be received batkeahub at the start of the
frame number given in the SFNP packet. A typiedlg for o is 695 msec.

When a remote terminal has established its tim&figrence, %o, by ranging (see
subsection 4.11.2), it will have determined itsuealor Tzo well within + 62.5us
of its exact current value. This allows the remeteninal to transmit a burst at
the right time to fall within a 12fs aperture at the hub.
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Each of the following subsections describes spepifocedures related to
establishing and maintaining the proper valuef at a remote terminal.

Variation in SFNP Transmission Time

The hub has a time reference, accurate to 1 paff jivhich allows the hub to
determine when each new superframe (eight fram86@msec) starts. The hub
tries to transmit the SFNP at exactly the stagvadry superframe. However,
because of processing delays in the hub and beta&®/B outroute transport
packets are not synchronized with the hub’s frameg, the hub cannot
transmit the SFNP at exactly the right time. TR&IB is always transmitted a
little bit later than the “ideal,” exact, 360 mdexk time. In addition, the amount
of time that the SFNP is delayed from the ideaktiaries slightly with each
SFNP transmission.

Figure 4.11.1.1.2-1 shows an example of the idaaktmissions, the dotted lines,
and the actual transmissions, the solid lines (Wighdelay from the ideal
exaggerated). Although the delay and delay vamnadire small compared to the
360 msec superframe time, they are large compartitetaccuracy that the
remote terminals need to synchronize their timinitp the hub’s.

I
A

:

[}

:

:

[}

54_360 msec >« 360 msec —N:

|
4

:

|

:

:

-
L

SFNPo

SFNP SFNP 16 Time

---------- Ideal Transmission Time

Actual Transmission Time

Figure 4.11.1.1.2-1. “Ideal” and Actual SFNP Tran smission Time at the Hub

To allow remote terminals to correct for this véida, which occurs each time
the hub transmits an SFNP, there is equipmenediab measuring the time
delay between the “ideal” exact time when the SER&uld have been
transmitted (the start of the superframe) andithe when it was actually
transmitted. The measured delay is provided bytleto the remote terminals
in the SFNP. Then the next SFNP gives the timettigaprevious SFNP was
delayed from its “ideal” transmission time in thacget's Local SFNP Delay
field. The remote terminals subtract this valufrthe time at which they
received the previous SFNP to determine when itldvbave been received if the
hub could have sent it at exactly the right tinidais is the reference point that a
remote terminal uses for its inroute frame timiadralations.
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411.1.1.3

Timing Variation between Hub and Remote  Terminal

411.1.1.4

The frequency/timing source at the remote terntiaal a less accurate timing
reference than specified for hub in 4.11.1.1.21PwS the calibration of the
remote terminal frequency/timing source is provittgdhe hub’s frequency
timing reference by comparing the time intervamen received SFNPs with
the elapsed time interval measured at the remotarial local timing.

Remote terminals shall determine the correctiomsled to their local reference
by measuring a scaling factor that is the ratithefinterval between SFNPs, as
received by the remote terminal, to 360 msec géekraith the local timing of
the remote terminal. Multiplying the local timey the scaling factor remote
terminals correct the timing variations in theinitng sources.

The remote terminals shall continually recalcuthetime scaling factor to
remove the drift in their local frequency/timingereence.

Superframe Synchronization

The IP0S hub transmits two timing streams for redmcy. Terminals shall
monitor both streams but only process one of thirs is described in section
4.11.1.1.7. The hub transmits an SFNP once evemrame for each timing
stream. A remote terminal processes each timnegust independently, as
follows:

* The remote has synchronized to a stream if, hastiauged
unsynchronized, both of the following conditions &ue:

— Four consecutive valid SFNPs have been received.

— After receiving consecutive valid SFNPs form theeaiming
stream, the local timing matches within eight clticks.

Once a remote terminal has synchronized to a streyamshronization is defined
“to be lost” if any of the following conditions tsue:

* Two consecutive SFNPs have been received withottad timing off by
more than 16 clock ticks.

* No valid SFNP is received for three consecutiveesinpmes.

 Two consecutive valid SFNPs have not been recdiefilve
superframe times.

* Three consecutive valid SFNPs have not been ratéiveseven
superframe times.

When an IPoS terminal has lost synchronization aves to “out of sync” state,
it shall perform sync recovery procedure and shatlitransmit until it reacquires
the synchronization. The re-sync procedure is #meesas the initial sync
procedure.
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Annex A shows these conditions in a state diagi@maéit.

Compensation for Satellite Distance Vari  ations

Although the IPoS system uses a geosynchronoutiteatbe position of the
satellite is not perfectly fixed, as seen from apon the earth. Because the
satellite cannot be kept in a perfect orbit, thelste moves slightly in azimuth
and elevation as well as distance, as seen fromthethub and the remote
terminals. This satellite movement changes thadetip time between the hub
and the remote terminals (i.e., the values;p§ I Ts.r, and k.sdefined in
subsection 4.11.1.1.1). If there were no compé@sébr satellite movement,
when the round-trip time from the hub to a particubmote decreased, the
remote would receive its SFNPs earlier, and tharssmit its bursts to the hub
earlier, relative to the frame timing at the hdturthermore, the hub would
receive the bursts from the remotes earlier, radath the frame timing at the
remote, because of the reduced return distancetfiememote to the hub. These
effects would cause the hub to receive the rembitests earlier in the frame
than before — possibly before the start of theivecaperture at the hub.
Conversely, if the round-trip distance from the hola remote were to increase,
the hub would receive that remote's bursts latssiply after the end of the
receive aperture. Therefore, the IP0S system n@aschanism for adjusting the
transmit timing at the remote terminals to comptn&ar changes in round-trip
time from the hub to the remotes.

It is not practical to measure the changes in thetb-remote round-trip times
for everyremote separately. Fortunately, the primary ckangatellite position
that affects round-trip times is movement closeotdarther from, the Earth. As
a first order approximation, this distance charsggaé same for the hub as for all
of the remotes. The distance change is actuagjiity different for each remote
terminal and for the hub, but compensating for'teemmon mode" distance
change is sufficient to allow all the remote terahibursts to fall within the hub's
receive apertures for the geosynchronous satedlifeired by the IPoS system
(see subsection 2.2.1).

To determine the change in the distance (or agtyalbpagation time) from the
hub to the satellite and back, the hub constandéigsures the round-trip time
through the satellite between itself and a colledaemote terminal and sends
this measured time to the remotes in the SFNP. cihent hub-to-satellite-to-
hub time, Ti.s., is the Echo SFNP Delay field from the current $ANinus the
Local SFNP Delay field from the previous SFNP. einote terminal can
calculate the change inyE.4 since it last ranged by subtracting the currem.
value from s at the time ranging was last completed. From

subsection 4.12.1.1.1, a remote terminal's remffgetdime, ko, iS:

Tro = Tho — Thsn — (Tsr+ Try)
The change in dp caused by the change in distance to the satisllite
ATro= — AThsn — A(Tsr+ Trg)

Tho is a constant, so it does not change. Sinceagssimed that the change in
hub-to-satellite-to-hub tim&T,.s , iS, to a good approximation, the same as the
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4.11.1.1.6

change in the remote-to-satellite-to-remote timg; ¥ Tr.s, then this equation
can be rewritten as:

ATro= — DThsH

Thus, a remote terminal should constantly modié/thlue that it determined for
the remote offset time,gb, the last time it ranged, by twice the changejr.d
from the last time it ranged. For example, suppbaewhen the remote terminal
last ranged, the s 4y was 258,3171s and the value ofgk (determined

accurately by ranging) was 98,984. Then suppose that, at some later time, an
SFNP packet shows that & has changed to 258,308. Then the remote
terminal should set thez§ value that it is using to 98,944. That is:

A Thsy=—10us, or ATgo = — ATh.s.y = +20us

So, the remote terminal shoutttreaseits Tro value by 2Qus to 98,94 1us.

That is, the remote terminal should transmit itsstgi20us later relative to the
receipt of the "ideal" SFNP than it did when ittleenged. It is clear that ifyls.

y decreases by 105, the remote should send its burstq&Q@ater than before.
This is effectively increasing the total hub-to-@eto-hub time so that the total
remains the same. The change s is multiplied by 2 because there is also a
remote-to-satellite-to-remote path in the hub-tmote round-trip path, and its
time has changed by about the same amoung.as. T

Resuming Operation After Interruption

411.1.1.7

It is necessary for an IPoS remote terminal tcarésiperation after an indefinite
interruption without having to range again as lasghe site and satellite
locations have not changed. That means that thetechas to have a way to
determine the current value ofJdthat it should use to time its transmissions
based on the current distance to the satellitaceSiemote terminals store the
values of ko and T.s.4 in nonvolatile memory when they last ranged, toay
calculate their current values fogdusing the stored values and the current
Ths.1 Value contained in the latest SFNPs. The forrfarl@alculating the
current value of dp is:

TRO (current) = TRO (at last ranging)— 2 (TH—S—H (at last ranging)™ TH—S—H (current)

After reinitializing the value of o according to the previous calculation, the
remote terminals should resume thg Tipdating process described in
subsection 4.11.1.1.5.

Timing Redundancy

The system timing function is critical to the ogera of the IPoS. Therefore the
IPoS standard contains an option for the hub taedendant timing facilities to
generate two independent timing "streams." Whendption is implemented,
the hub sends two SFNPs every superframe, onebbr giperframe timing
stream. The SFNPs are marked with the ID of thétj stream, O or 1. Each
remote processes the two timing streams indepelgdeitih regard to
superframe synchronization (see Annex A). If #reninal is in synchronization
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with either of the streams, the terminal is deddmbe in superframe
synchronization, and the terminal uses that streais timing calculations. If
the terminal loses synchronization on the onlineash but maintains superframe
synchronization on the other stream, it switchesiniting calculations to the
alternate stream. If the remote terminal is owtugferframe synchronization on
both timing streams, then the terminal is deemdsktout of superframe
synchronization.

Closed Loop Timing

Overview

Closed Loop timing process enables the IPoS hideback timing corrections
to IPoS terminals and the IPoS terminals applyéceived timing corrections.

Closed Loop timing has two sub-modes governed bsthér .54 can be
measured or not. The use of a particular sub-modignaled to the Remote
Terminal via the SFNP timing message. These twosdles are called
“Estimated T.s.4 Closed-Loop Timing” and “Measured, . Closed-Loop
Timing".

The procedure to measurgdy for “Measured T,.s. Closed Loop-Timing” is
described in section 4.11.1.1.5, For “Estimatgd . Closed Loop-Timing”,

Tus IS estimated by a procedure at the IPoS hulpibi certain active fixed
IPoS terminals to obtain their normalized changtnie offset time (go) to
estimate the satellite movement variations at tiiednd synthesize the estimated
echo timing which is being sent via the SFNP timimgssage. A mobile IPoS
terminal is not polled by the hub.

The Closed Loop timing procedure, in any of thevabmodes, enables the
inroute system to use shorter unique word aperAmdPoS mobile terminal
shall always use the Closed Loop timing procedugethis type of terminal will
not work if the system does not support Closed Liiopng.

Estimated T,.s.; Closed Loop timing is generally used in networltere it is not
possible or not cost effective for the IPoS hubketzeive its own outoute
transmission and thus cannot measure.J.

The Closed Loop Timing feature has three parts. &lgm

» A procedure to obtain closed loop timing feedbankemote terminals
from the IPoS hub when terminals send inroute datallocated
channels.

* Measurement of y.s.y or Estimation ofl 4.s.4. The detailed procedure
for estimation ofTH.s.H is described in annex section A.3.

» A procedure to send a burst on an unallocated kpgeture slot and
receive a timing correction from the IPoS hub. ®pscial burst is
called “Bootstrap Aloha” and its usage is specifiedubsequent
subsections.
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411.1.2.2

Bootstrap Aloha

4.11.1.2.3

“Bootstrap Aloha” is a burst sent on the unallodatentention channel using
large 2 ms aperture window. The burst contentsiangar to those of
unallocated ranging bursts. However, unlike anlonated ranging burst the
IPoS Hub does not allocate any ranging bandwid#nterminal upon receiving a
“Bootstrap Aloha” burst. A terminal can expect ézeive an assign id pertaining
to stream bandwidth in response to its “BootstraghA”

Usage of BootstrapAloha is very common in IPoS heodpplications. An IPoS
mobile terminal always uses the “Bootstrap Alohardh as the first message to
become active in the stream mode for sending ierasér data.

Close-Loop Timing Procedures — Estimated  Ty.s.H

The IPoS Hub advertizes either a nominal or a ddrastimated hub-satellite-
hub propagation delay (k.5 via the SFNP timing packets to Remote
Terminals. The use of a particular delay is sigihédethe Remote Terminal via a
field in the SFNP message and depends on the Clasma Timing system
states. The Closed-Loop timing system states a@figa in A3.1. The nominal
hub-satellite-hub propagation delay is calculatesiiming that the Satellite is at
the center of the satellite station keeping box.

When the nominal Is., is advertised, upon first use or not having segt a
Inroute data for |p.e minutes(where Tpe is set to one hour for a 12% and
proportionally less for smaller apertures), the RenTerminal transmits a
“Bootstrap Aloha” message on the IPoS Unallocaéedjing Channel that uses a
longer aperture . In response, the IPoS Hub shoadmit an Inroute Timing
Feedback Packet containing the timing correctibanlinroute Timing Feedback
Packet is not received within the number of Supenfs defined within
‘Bootstrap Aloha random back off’ field of the SFMiessage, the Remote
Terminal re-transmits its ‘Bootstrap Aloha’ Messageon reception of the
Inroute Timing Feedback Packet, the Remote Ternaigslimes it is
synchronized and is ‘active’.

Once active, the Remote Terminal only uses theedidsop timing feedback for
its timing adjustment. The IPoS hub measures Unitjoed Timing Offset on
every stream burst. Once the error or timing drifisses a threshold value, then
the IPoS hub sends a message to the IPoS ternoimt@iicing a timing correction
as the closed loop timing feedback. If the Remateninal is inactive for a time
period which is less thanp[g, it uses its last timing correction to send thistfi
message on the IPoS Unallocated Channel that @sgs aperture. Refer to
2.6.3.3 for the description of various types of$Horoute channels.

The IPoS hub polls a pool of active fixed remoteniaals to obtain their timing
corrections over a period from a uniform referepomt. With these timing
correction feedbacks received from Remote termjnlaésIPoS hub estimates. T
s.1 by averaging those timing feedbacks. Once thenastid delay is available,

the system transitions to a state where the esdraib-satellite-hub

propagation delay is advertised. In this state Rbmote terminal always uses the
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estimated echo delay to send the first messageeol?bS Unallocated Channel
that uses 135 aperture. The IPoS terminal shall use this cHawen it were
idle for more than [f.e minutes. The IPoS hub acknowledges the terminal
message by sending Aloha Acknowledgement commaseds@ction 4.13.7.2)
and includes a timing correction along with thkremvledgment. Upon
reception of the acknowledged packet, the Rematmifial assumes it is
synchronized and is ‘active’. Again once active, Remote Terminal only uses
the closed-loop timing feedback for its timing adjuent.

Closed Loop Procedures — MeasuredT y.s.y

4.11.2

This submode shall be used in IPoS mobile apptinatiHowever, this mode can
also be used in fixed applications.

If the Closed-Loop timing is enabled and the fixednobile Remote Terminal
has no data to transmit, then it uses the SFNPagedsr frame timing
adjustment.

If the Closed-Loop timing is enabled and the fixeanobile Remote Terminal
has data to transmit on this Inroute, it only usesute Timing Feedback Packet
for its timing adjustment and ignores the astimdigdy value present in the
SFNP message.

When inactive the fixed terminal sends the firssgage on the IPoS Unallocated
Channel that uses 126 aperture, but the mobile terminal sends the first
message on the IPoS Unallocated ranging Chanoet¢Bap Aloha) that uses
large 2 ms aperture. When active both fixed antilmderminals use 123s
aperture.

Remote Terminal Ranging

4.11.2.1

Purpose

The ranging process accomplishes the following:

» Determines accurately the remote offset timg, (Bee figure 4.11.1.1-1),
that the remote terminal should use to time iteute transmissions.

» Enables a remote terminal to determine what typesailable inroutes
(transmission rates and coding methods) it is dapaftoperating within
its current location and configuration.

» Determines the transmit power setting that the tertexminal should
use for each type of inroute that is available witd which it is capable
of operating.

A remote terminal executes the ranging proces§irstdime that it operates at a
particular site with a particular satellite, andleéime a new inroute group type
(transmission rate and coding) is made availabie to
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4.11.2.2

Preparation for Ranging

4.11.2.3

Before a remote terminal begins the ranging prodesuist:

1. Acquire the outroute using the configured outrdtgguency and
symbol rate (see subsection 3.8.1.1).

2. Synchronize its transmit frequency reference withgatellite outroute
frequency so that it can transmit on inroutes whihrequired frequency
accuracy.

3. Wait for superframe synchronization (see Annex A).

4. Wait for three additional superframe times aftéhiezing superframe
synchronization to be sure that it has receivedsamadd a full cycle of
IGDPs (see subsection 4.12.6).

5. Estimate the distance from its location to thelbteenter of box using
the configured values for site latitude and londgtiand satellite
longitude (see subsection 4.13). The remote teincionverts this
distance to propagation times.d (which is the same ax¥}).

6. Estimate the value ofgp using the formula given in subsection
4.11.1.1.1;

Tho=Thsn + Tsr + Tro *+ Trs.

7. This formula can be rearranged to:
Tro =Tho — Thst — (Tsr+ Try9).

8. Since kr= Trs This can also be written as:
Tro = Tho — Thsh — 2Tsr

The values for o and Ty.s.y are known from the superframe numbering
packets, and dg was estimated in step 5, above. The remote tairoannot
determine E.r exactly since it does not know its own site lomatnd the
satellite location exactly. Therefore this isratfiestimate for do. The ranging
process will help the remote terminal to deterntireevalue of ko more
precisely.

Ranging Order

Remote terminals typically receive multiple IGDRsdribing different inroute
groups. All of the inroutes in a particular grdugve the same transmission rate
and coding method, and if spreading is enabled, the same spreading factor.
Keeping spreading aside, each combination of syentaté and coding method
(Turbo or LDPC) in Table 3.4.4.1-1 requires a safmimroute group. If adaptive
coding is not enabled, then each combination ofymate, coding method and
FEC coding rate in Table 3.4.4.1-1 requires a sgpanroute group. The number
of groups could be 38 if all types of inroute inbl&a3.4.4.1-1 are supported.
There may be multiple inroute groups that havestivae transmission rate, FEC
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coding rate and coding method. The remote ternpiegbrms the ranging
process (see subsection 4.11.2.4) on one inroatgp@f each different inroute
type in the ascending order of Table 3.4.4.1-loHe\frs;

» Starting with 256 ksps 1/3 Turbo/BCH inroute anebtigh all turbo
coded inroutes if turbo coded inroutes are preisetfie network

» Starting with 256 Ksps ¥ LDPC/CRC inroute and tigfoall LDPC
inroutes if the terminal is LDPC capable and LDRfites are present
in the network

If the IPOS terminal is capable of both Tubo andPMinroute transmission, it
shall perform the above two procedures separately.

The remote terminal skips the ranging processtigriaroute type that is not
available (i.e., no IGDP was received for an inecaitthat type), or if the
terminal is not capable of transmitting on thatetyd inroute or capable but not
configured to use. For example, if a particuk@arminal were not capable of
transmitting using LDPC coding, it would skip intewgroups of LDPC coding.
The remote terminal terminates the ranging prosésn any of the following
occurs:

1. The ranging process on this group type faile @ésection 4.11.2.5).

2. The Ranging Acknowledgment command receivebleaenhd of the
ranging process for a particular inroute has a Redeg/N, field whose
value is less than thg/Bl, Switchup field in the IGDP (see subsection
4.12.6) for this inroute group.

3. The ranging process was attempted on the lagpgf inroute types
above, number 5.

Additionally, the IPoS terminal may optionally suppa ‘Single Rate Ranging’
mode. In this mode, the terminal is permitted tegta on only the most robust
combination of symbol rate and FEC, and shall be tabcalculate a transmit
power value for all symbol and FEC rates from thsiging session that is
accurate to within a 0.5 dB.

Ranging Process

This subsection describes the steps that a remotenial and the hub use to
range on an inroute group of a specified type strassion rate, and coding
method.

The steps are:

1. The remote terminal:

1.1. Selects an inroute group of the desired type gfdhs more than
one group of that type.
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1.2. Randomly selects an unallocated ranging logicahobbfrom
those whose location (frequency and burst posititiin a frame)
are described in IGDPs.

1.3. Transmits an inroute unallocated packet with a RenBequest
message at a default starting power level in thect
unallocated ranging logical channel. The transimmsgme is
based on the initial estimate fogdJ(see subsection 4.11.2.2).

1.4. Responds to ranging BAPs received from the hukebhgisg null
data bursts or outstanding data, if any, in thegaesl locations. If
the remote terminal receives no response to itgiRgrRequest, it
increases its power and goes back to Step 1.1.

The hub:
2.1. Receives the Ranging Request message from thegemot

2.2. Sends a series of BAPs (see subsection 4.12.84BrrBessage
defintion) to the remote specifying an inroutepfeanumber, burst
location, and burst length of the ranging burst tha remote
should send. The remote responds to each allocagicending a
single ranging burst with the prescribed charasties.

2.3. Receives each ranging burst that the remote telsemals and
measures the time between the start of the apeatdhe hub and
the receipt of the packet from the remote. Thertape is about
2 msec long (compared to the LJ25aperture that the hub uses for
assigned data bursts and Aloha bursts from rereatd@rials that
have already ranged).

2.4. Stops sending BAPs to the remote and waits folasteranging
burst to be received.

2.5. Averages the times between the start of the agednn the receipt
of the ranging burst for each ranging burst thatrédmote sent.

2.6. Sends this average time to the remote, in uniG s, in the
Timing Adjustment field of the Ranging Acknowledgnte
command portion of an ICAP (see subsection 4.1&. TJAP
message description).

The remote terminal receives the Ranging Acknowteellt command
packet from the hub and increases or decreasesgisal estimate of
Tro SO that the Timing Adjustment field would be ade&ermined fixed
value if the remote were to transmit another ragdpuarst. This
predetermined value is a function of the inroutas$mission rate and
coding method. So, for example, if the predeteedivalue should be
500us, and the Timing Adjustment field value is 12,3461,234.5.s,
since the time is specified in Qu units), then the remote terminal
should decrease its value fagolby 734.5us (1,234.51s-500us) so that
its bursts will arrive at the hub 5Q@ after the start of the receive
aperture or 734.fs earlier than originally estimated.
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4. The remote terminal stores the current valuessgfahd the round-trip

time from the hub to the satellite,; 3, in nonvolatile memory. The
remote terminal needs these values to compengatbdages in distance
to the satellite and to resume operation aftentarriuption

(see subsections 4.11.1.1.5 and 4.11.1.1.6).

The remote terminal adjusts transmit power suchttiea

Received_EN, figure contained within the Ranging Acknowledgment
command is equal to the/Bl, target field contained within the IGDP
associated with the inroute group to which the IRa8ote is ranging.

Figure 4.11.2.4-1 shows the message sequenceruiegremote terminal
ranging process as described above. The remotentdruses the
information in the IGDP to select an unallocateagiag slot. The remote
terminal then sends a Ranging Request packetdrskbi. If the request is
successful, the hub sends a series of BAPs; theteaierminal transmits a
null burst in each of the assigned slots. Wherhtlizhas determined the
timing correction and power adjustment that theatnterminal should use,
it sends this information to the remote terminahiRanging Ack command.

Remote
Hub Terminal
Inroute Group Definition packet

Inroute Bandwidth Allocation —
Ranging Request Packet

Bandwidth Allocation packet (BAP)

BAP R
Data Burst f

Repeated
N times

RS
—

Inroute Command/Ack — Ranging Ack Cmd.

Figure 4.11.2.4-1 Message Sequence for Remote Ter minal Ranging

4.11.2.5

Failure Conditions

There are four failure conditions that a remotenteal can encounter when
attempting to range on a particular inroute type:

1.

2.

There are no unallocated ranging logical channefimeld in any of the
inroute groups of the desired type.

The remote terminal continues to retransmit Rangiaguests at higher
and higher power until it has received no resp@b s maximum
power.

163



o o1 bs WN P

o ©O© oo~

11

12
13
14
15

16
17

18
19
20

21
22
23
24
25
26
27
28

29
30
31

32
33
34

35
36

37
38
39

TIA-1008-B

4.11.3

3. The remote terminal stops receiving bandwidth aflions after making
a Ranging Request but receives no Ranging Ackngmeat command
(4.12.7.1) after a timeout period.

4. The Received N, field in the Ranging Acknowledgment command
received from the hub is below thg/[&, min field in the IGDP for this
inroute group.

If ranging fails, the remote terminal ends the alleanging process described in
subsection 4.11.2.4. If ranging has not been ssfgleon any of the available
inroute types, the terminal waits for a timeoutipeérand then retries the overall
ranging process from the beginning.

Inroute Group Selection by IPoS Remotes

4114

The ranging process helps the terminal to determvirieh symbol rate and FEC
rate it can operate and the margins. When Adajptnaite Selection (AIS)
feature is not present in the network, the remeriminal shall pick an inroute
group that supports the"best" available inroute tiypterms of throughput.

When AIS is enabled in the network, the IPoS teainghall select the inroute
group using the AIS proceduredescribed in 4.11.8.

Inroute Data Transmission Sequence

411.4.1

Overview

4.11.4.2

As subsection 4.4.3 describes, the IP0S systemraiiasse the concept of a user
access session. Once a remote terminal has cauphet start-up procedure
(see subsection 4.4.2), it is always ready to trétnar receive data. An
operational terminal can receive IP packets fromw@noute at any time. It can
also receive packets to be transmitted on the tarauany time, but if it is idle
(i.e., has not transmitted data on the inroutesfone period of time), it must
follow procedures for becoming active, sending daital then returning to the
Idle state. The following subsections describsé¢hgrocedures.

Bandwidth Request and Acknowledgment

4.11.4.2.1

Aloha Logical Channel Selection

If a remote terminal has just started operatioif ibhas transmitted data and
returned to the Idle state, it must request a battvassignment from the hub
before it can transmit data on the inroute. Tahis it follows these steps:

1. Selects an inroute group that contains one or tagieal channels for
Aloha bursts.

2. Randomly selectisvo specific Aloha logical channels (defined by their
carrier frequency and timeslots) on which to traihsm Aloha BAR.
These logical channels may be on the same inrdnatienel or they may
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be on different channels, but they must be sufiityeseparated in time
to allow the remote terminal to retune the inrdw@smit frequency and
transmit two bursts.

4.11.4.2.2 Aloha Request Transmission
Once the IPoS terminal has selected two Aloha &gibannels on which to
transmit its bandwidth request, it sendsgshmeBAR in the two logical
channels. The only difference in the contentefttvo bursts is the fields that
indicate the frame and slot numbers in which thestwas transmitted and the
CRC. Sending the bandwidth request twice is cdlieersity Aloha. This
technigue decreases the likelihood theatih requests will collide with other
Aloha requests while keeping approximately the satnba channel throughput
as a single-transmission logical Aloha channel.
The following fields are of particular importancethe Aloha requests:

* Remote Serial Number: This is how the hub idegithe remote
terminal and how it determines the unicast MAC addiused in data
packets sent to this terminal.

» Backlog: This tells the hub how much data the reenberminal has
remaining to be sent. This helps the hub allorataute bandwidth to
terminals in proportion to the amount of data thaty have to send.

* Encapsulated Datagrams: The terminal can seniit$hsegment of the
data that it has to send within the Aloha requsstfi If the Aloha
logical channels are configured to be large enotighremote terminal
may be able to send a complete transaction wittdérAloha burst,
depending on the application.

» Reset Indication: This Adaptation field gives thé the remote
terminal's IP address and the IP address of tipa¢Ret processor within
the hub, which should receive the packets fromrémsote. This second
address is set in the terminal’s Initial Configirajparameters (see
subsection 4.13). The reset indication adaptatedd €ontains IPoS
remotes capabilities.

4.11.4.2.3 Bandwidth Request Acknowledgment

If the hub receives either of the remote termirtale’ Aloha requests, it sends a
single ICAP acknowledging receipt of one of the Wdgackets. The Aloha
Acknowledgment command can acknowledge receiptioti@packets from a
number of terminals in a single packet. Then, eaaiote terminal has to search
each Aloha Acknowledgment command to see if itebeumber is listed. If it

is listed, the hub has received the Aloha requestessfully.

If a remote terminal does not receive an ICAP agkadging receipt of one its

two Aloha transmissions within a timeout periodt tArminal waits a random
time (a random exponential backoff) and then tratssits Aloha request again.
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4.11.4.3

Bandwidth Allocation

411.4.4

When the hub receives an Aloha bandwidth request ft remote terminal, it

will begin sending the remote terminal BAPs, deatgrg a frame number,
starting slot number, and burst duration wherdeh@inal may transmit. The
hub sends BAPs for inroute frame N such that theote terminal will always
receive the BAP at least two frames before it néediansmit data in response
to the allocation arriving at the hub in frame The exact "lead time" between
receipt of the BAP and the inroute frame beingaated depends on the value of
Tho

(see subsection 4.11.1.1).

The hub typically sends one or more BAPs every &déime, 45 msec, allocating
bandwidth for a particular frame, N, in the futur® BAP can assign bandwidth
to more than one terminal that is using the sammute group, so each remote
terminal has to check each BAP to see if theraiallacation for an AssigniD
that matches the one that the terminal receivedhwhkeAloha bandwidth request
was acknowledged.

The hub has to determine how to assign the infoanelwidth based on the
Aloha requests that it has received from remotmiteals and the amount of data
(shown in the Backlog field) that each remote teahhas to be sent. The hub
generally assigns more bandwidth to terminalshbsae the highest backlog.
However, the hub may give priority to remote teraténthat have small amounts
of data remaining since this data may be partsfat interactive transmission.
If a terminal's backlog goes to zero, the hub dm#smmediately stop allocating
bandwidth to the terminal. Depending on Configoraparameters, the hub may
assign bursts at increasing intervals, say evdmgrdtame, then every fourth
frame, etc., which allows the terminal to resum& di@nsmission without
having to send an Aloha burst. When the hub haginen a remote terminal a
bandwidth assignment for a configurable numberahgs, it moves the remote
terminal’s state to Idle and stops sending bandivadsignments altogether until
it receives another Aloha request from the terminal

Inroute Data Transmission

A remote terminal must transmit a burst for eaaideadth allocation that it
receives. If it has data to send, it sends as rofitthas it can in the allocated
burst. If it receives an allocation and has nadatsend, it sends a null data
packet. When the remote terminal is sending ierdata, it sends a Backlog
field so that the hub will be able to judge how mbandwidth to allocate to this
terminal.

A remote terminal sends the initial byte sequengalyer and the number of data
bytes in each data burst that it sends. The Bdaesice number starts at zero in
the Aloha burst that requests bandwidth and imthe burst increases by the
number of data bytes sent in the previous data.bilitse byte sequence number
field is 16 bits or 24 bits long depending on tarafis class and may roll over, if
necessary. The hub sends an IAP for each inroaneefwith a bitmap matching
the corresponding BAP, indicating which bursts weieeived with correct
CRCs. If aterminal receives an IAP indicating titgtransmission for that burst
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was not received correctly at the hub, or if theate does not receive an IAP
within 16 frame times after it transmits a burstesends the data in the missed
burst with the same byte sequence number as thim dine missed burst. Note
that because the remote terminal receives varyimsgt ssignments, it may be
forced to send more bytes than were containeceimtissed burst. The hub must
detect the duplication and discard the duplicatgdsy When the remote
resumes transmission, it continues from wherdftipl€ and transmits normally.
This selective transmission scheme allows the idiednsmission to resume
quickly and efficiently when the hub misses an irtedburst.

Note that the retransmission in acknowledged ojmeradg on a burst-by-burst (or
segment-by-segment) basis — not on an IP packist beke ensured delivery on
the inroute operates below the level of the IP BaBleassembly function.

Transition to Idle State

4.11.5

If a remote terminal does not receive a BAP witlaasignment for its AssignID
for a configurable number of consecutive framesaitsitions to the Idle state.
This means that if the terminal currently has datiae transmitted or receives
data in the future to be transmitted on the inroiteill have to send another
Aloha request as described above, starting witBesttion 4.11.4.2.1, before it
can resume sending data on the inroute.

While in the Idle state, the remote terminal prepdor the next ranging or
Aloha access by obtaining the parameters everyifdtame in the superframe.
These parameters will allow random-weighted sedaciimong all the inroute
groups advertised over the outroute. The selectidhe inroute group involves
the following initial steps:

1. Receive and process the IGDP messages.

2. Select the inroute groups that have transmissi@s @nd coding
methods supported by the terminal.

3. Eliminate any inroute groups that do not contaatitpe of unallocated
channel, ranging or Aloha, required by the remetminal. A value 0 in
the Ranging_metric field indicates that the inragrteup is unavailable
for ranging; a value 0 in the bandwidth (Aloha) neeindicates that the
inroute group is not available for Aloha requests.

Contention Channel Access Procedures

Contention access procedures are used by the réenotmals to transmit over
the inroute unallocated logical channels defineslibsection 4.10.1. These
unallocated logical channels are made up of sloggaup of slots within the
inroute physical channels. The IGDP sent by tHedpecifies the current
locations (frequency and timeslots) of these ucalied channels. The
unallocated channels are shared by multiple remeoteinals on a contention
basis, also designated as Slotted Aloha or randoesa.
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4.11.6

Two types of structures are defined in IPoS foeas®n the inroute unallocated
channels depending on whether the unallocated elteare designated for
ranging or Aloha BARs. The communications procedor accessing these two
types of unallocated channels is the same conteatioess procedure described
below despite the different burst lengths, apesiuaad MAC formats that might
be used for accessing these two types of unalldcdtannels.

When a remote terminal needs to transmit over atlagated channel, it uses the
following steps:

1. Performs a weighted selection based on the valtleeaietric field that
pertains to the type of unallocated channel, Rangiretric or
Bandwidth (Aloha) metric, to select an inroute gram which to
transmit.

2. If aranging channel is required, the remote teainselects one of the
defined ranging slots randomly. If an Aloha chdnsieequired, the
remote terminal selects two of the defined tradfits randomly, with the
constraint that the second slot does not overlap the first in time and
that the time separation between slots is suffidemallow the terminal
to change transmit frequencies, if required.

3. The terminal transmits the Ranging Request or BAR the selected
timeslot(s).

4. The remote terminal waits for the ICAP from the sdmo group and for
the inroute frame(s) in which the burst(s) werasraitted.

5. If the transmission was for ranging, the ICAP sheviigther the hub
received the Ranging Request. If the ICAP inde#tat the hub has
received the Ranging Request, the remote termnoakpds to execute
the ranging process as described in subsection2441 1lf the ICAP
indicates that the hub did not receive the Rangiequest, the remote
terminal goes back to step 1 after a time delatyisharandom
exponential delay whose parameters are containaihvthe IGDP.

6. If the burst is an Aloha BAR, the ICAP shows whetbenot the hub has
received either of the two Aloha transmissionsthé ICAP indicates
that the hub has received any of them, the reneoteinals proceed to
execute the data transmission process as descrimbsection 4.11.4.4.
If the IAP indicates that the hub did not receiitbex of the two Aloha
bursts, the terminal goes back to Step 1 aftena tlelay that is a
random exponential delay whose parameters areinedtaithin the
IGDP.

Packet Filtering Procedures

The IP0S outroute may contain a great deal of métion that is not intended to
be processed by a given remote terminal. To retheceemote terminal’s
processing load, packet filters may be appliedhéodutroute to discard transport
streams that are not intended for a particular terteminal.
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Packet filters are applied in the following order:

1. Filters to discard outroute packets that are not ge transport streams
associated with PSI tables and outroute logicalroband traffic
channels supported in the IPoS system as definsghisection 4.8.2.

2. Filters to discard outroute packets that do notaiarone of the
following MAC addresses:

a) The remote terminal’s unique unicast address (see
subsection 4.9.1.3.1)

b) The multicast address to which the remote termimight be
configured to process multicast groups (see suioseti9.1.3.2)

c) The superframe numbering address (see subsec8dn313)
d) The return broadcast address (see subsection34).1.

e) The return group address for the group with whighterminal is
active (see subsection 4.9.1.3.5)

f) The unicast conditional access address uniqueetcetnote terminal
(see subsection 4.9.1.3.6)

g) The multicast conditional access address for tbamwith which
the terminal is active (see subsection 4.9.1.3.7)

All other outroute packets shall be processed bydimote terminals to see if
further processing is required.

Outroute Adaptive Coding and Modulation (ACM )
Procedures

The availability of multiple coding and modulatischemes in DVB-S2
standards paves the way to allow different modutteéind error protection levels
to be used and changed on a frame-by-frame anebysgser basis. This, when
combined with the use of a return channel to aeh&eulosed loop feedback can
provide Adaptive Coding and Modulation. ACM alloasystem to dynamically
vary the modulation and coding (MODCOD) of the oute to be optimized for
each individual remote terminal depending on iik kondition. Figure 4.11.7-1
depicts the ACM procedure.
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Figure 4.11.7-1 Adaptive Coding and Modulation

IPoS ACM procedures consist of the following:

« Outroute channel estimation: IPoS remote moniteesjuality of its
DVB-S2 outroute reception and performs link quadisgimations.

« MODCOD selection: IPoS remote determines the optM@DCOD for
the current outroute link conditions.

«  MODCOD request: IPoS terminal conveys to the IPa® Hs optimal

MODCOD.
4.11.7.1 Outroute Channel Estimation
The Es/No estimator in the IPoS terminal shallneaté the received link quality
to an accuracy that is less than equal to 0.2 ¢B.€éBtimation procedure at the
IPOS termional is outside the scope of this speatifin.
4.11.7.2 MODCOD Selection

IPoS remote’s MODCOD selection process is also knasvlink adaptation
procedure. The link adapatation procedure attetoptsaximize the availability
requirements by changing the modulation scheme;dle rate or both in
response to varying propagation losses and impaisran the outroute. The
optimal MODCOD selection process is accomplishedhbyitoring outroute
SINR and comparing the averages outroute SINR thétthreshold SINRs, of
all available MODCODs, in the trajectory table.

A trajectory table (shown in 4.11.7.2-1) is an oedklist of MODCODs
(modulation and coding rate pair) and their minimimgress and egress
thresholds and the ordering is done in descenditer @f minimum thresholds
required.

Table 4.11.7.2-1. Example of an ACM Trajectory Ta ble
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Modulation | Code Rate MInImUI‘(I’(IjS)lNR Ingre(sz)SlNR Egres(stBI)NR
8PSk 8/¢ 10.6¢ 12.2( 11.6€
8PSK 5/6 9.3t 11.1( 10.3E
8PSk Y 8.0(C 10.0( 9.1C
8PSk 2/3 5.7¢ 8.5( 6.7
QPSK 2/3 3.1C 3.6( 4.1C
QPSK 7 1.0C 1.5C 2.0C

An exemplerary MDOCOD selection procedure is descrinext using Figure
4.11.7.2-1. The Ingress and Egress thresholdsgedwsteresis to aid in
avoiding ping-pong effect of selection between eglja MODCODs.

8PSK-R5/6

Egress Threshold for 8PSK-R5/6

9.6 Y\

Ingress Threshold for 8PSK-

\‘ Min Threshold for 8PSK-R

8PSK-R3/4

Egress Threshold for 8PSK-R3/4

8.1

Ingress Threshold for 8PSK-R
Min Threshold for 8PSK-R3/4

Es/No, dB C({

8PSK-R2/3

8PSK-R2/3

Egress Threshold for 8PSK-R

5.7

Ingress Threshold for QPSK-

Min Threshold for 8PSK-R

QPSK-R3/4
QPSK-R3/4

Figure 4.11.7.2-1 MODCOD Selection Ingress and Eg ress

If the slope of the SINR is negative, the ingrésesholds are used, and if
positive the egress thresholds are used.
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4.11.7.3

The thresholds are the minimum threshold for aqddar MODCOD which is
the operating point to achieve a’FLR, the ingress threshold which is the
fallback threshold and the egress threshold wtsdhli forward threshold. At
startup, the IPoS terminal selects the least rad@DCOD whose egress
threshold value is less than or equal to the ctiae@raged outroute SINR.
Referring to Figure 4.11.7.2-1, if a fade proféeais shown the IP0S terminal
would start out at 8PSK R5/6 at point (A). The réenerminal would operate at
this rate until the measured SINR falls below tigréss threshold for 8PSK
R3/4 at point (B). At this point terminal selectOCOD 8PSK R3/4 and
requests from the Hub 8PSK R3/4 modulation andngpbenceforth. If the fade
continues and falls below the ingress thresholRBK R2/3 at point (C), the
terminal would request MODCOD for 8PSK 2/3, anddearth. If the fade
starts decreasing as shown and the SINR crossegitbgs threshold of the
8PSK R¥ (D) the terminal would select MODOCD 8PSK4AR The egress and
ingress thresholds are selected in order to pragbeopriate hystresis to prevent
a terminal from thrashing between adjacent MODC®Dke trajtectory table
due to instantaneous scintillation and SINR measare errors.

MODCOD Request

MODCOD request loop consists of the following preses:

* |PoS terminal sends MODCOD (the currently selecigtimal
MODCOD) change request to the IPoS Hub on the terou

* Hub realizes user requested MODCOD and applieaeineMODCOD
on its traffic henceforth.

» Terminal receives traffic on the new requested MQIDC

The IPoS terminal requests its optimal MODCOD fribve Hub by sending an
ACM message via the adaptation field of an inrdutest. The ACM message
contains the requested MODCOD value and the cuanegriaged outroute SINR.
The ACM message or MODCOD request can be senttésnanal either on an
unallocated channel using Aloha access method anailocated channel using
stream access method.

Whenever an IPoS terminal decides to requesta@fep®lODCOD from the
Hub, it can be in any one of the following statéthwespect to its inroute
TDMA allocations.

» The terminal has an active session on the inraudesasending inroute
data

e The terminal is idle on the inroute.

When an IPoS terminal is active on the inroute thederminal determines it
needs to send a new MODCOD request, the terminalssine request on the
next allocated inroute burst using an adapatateadér. In the case MODCOD
change is from a lower to a higher protection,téreinal must defer sending a
MODCOD change request for at least a configurablen of frames of not

172



G wNPE

O©oo~N®»

10

11

12

13
14
15
16
17
18
19
20
21

22
23
24
25
26
27

28
29
30
31
32
33
34

35
36

37
38
39
40

4.11.8

TIA-1008B

receiving a stream allocation and may send the MODEhange request
anytime using an Aloha burst after the configuratleber of frames or longer
of not receiving a stream allocation. This Alohadh contains the requested
MODCOD and SINR values and that is transmitted eviean the terminal has
an active TDMA session.

When an IPoS terminal is idle but the current SIN@asurement needs a new
MDOCOD request, it may send the MODCOD requestgiaimAloha burst on
an unallocated channel or waits for user data tgueeied up and sends the
MODCOD request with the ALOHA bandwidth request sagge.

Adaptive Coding

4.11.9

Adaptive Coding feature provides the abiltity teewe bursts from different
coding rates on a single inroute using a particcbaing method at the IPoS
demodulator. With adaptive coding an inroute grisugomposed of inroutes at a
specified symbol rate (e.g. 256 Ksps) and codinthate(Turbo or LDPC), and
at a specifc symbol rate, and spreading factoa fgpeading enabled group.
When an IPoS terminal transmits on an inroute femnnroute group that
supports Adaptive Coding, the terminal transmitthatbest coding rate that it
can achieve at this time. For some remotes thisbreaate 2/3 and for other
remotes this may be rate 4/5.

An adaptive coding inroute group specifies the syinndite, coding method,
spreading factor if spreading is used and coditeyfaa the default rate which is
normally the most robust coding rate. An IPoS teahusing Adaptive coding
ranges on the default coding rate (for example¥gtand must estimate the
ranging parameters such as transmission powehdéoother coding rates (e.g.
2/3 and 4/5) within an accuracy of 0.2 dB.

Adaptive coding is supported on both Turbo and LD#Gutes. Adaptive
Coding support can be enabled or disabled at peut@ group level. The IPoS
Hub advertises adaptive coding support on a groaghe Inroute Group
Defintion (IGDP, refer to 4.12.6) message. An IRe®ninal supporting adaptive
coding shall use this feature on that inroute gréuplPoS terminal not
supporting adaptive coding shall use the defaulirgprate advertised in the
IGDP message.

Adaptive Inroute Selection (AIS) and Closed Loop
Power Control (CLPC) Procedures

Adaptive Inroute Selection (AIS) feature enablesRut terminal to select an
optimal symbol rate, FEC coding rate, and transinisgower for its inroute
transmission as a function of a configured trajgctable and information it
learns about its transmission from a closed loopgraontrol (CLPC) algorithm.
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4.11.9.1

AIS provides an inroute Trajectory Table that spesithe inroute rates and the
required inroute power threshold for each rate.

Each IPoS remote terminal independently decidemitbst optimal symbol rate,
FEC code rate, and power level to satisfy the @ufirements. An IPoS
terminal using AlS monitors the outroute fade injoation with the inroute
power feedback to make decisions on when to indfaltlsack) or egress (switch
up) to inroute rates in the Trajectory Table. Téreninal uses the outroute SINR
measurement to estimate its uplink fade, and ttuaite SINR feedback from the
IPOS hub to update its power control loop. Ternsrzadjust their power every
inroute frame. The IPoS hub measures the inrol&R 3ind feeds the
measurement per frame per inroute burst via thetite SINR Feedback
Packet” to the appropriate remote.

The following terminal procedures are importanttfo correct operation of
AIS/CLPC:

* Ranging

» Selection of an optimal inroute rate with an optip@awver to send Aloha
bandwidth request message for becoming activestream inroute

* While active on stream inroutes, continuously updegnsmission
powers using CLPC

* While active on stream inroutes, selection of a irewess or egress rate
to track weather change.

The following elements are involved to achievedheve procedures:
» Trajectory table
* OQOutroute SINR measurement to estimate the upli@naation
* Inroute SINR feedback

Trajectory Table

AIS trajectory table is an ordered list of allowalslymbol rate-code rate pairs.
Each entry of the trajectory table corresponding symbol rate-code rate pair
contains the minimum and target in-route SINR thoéd, and inroute coding
method which is either Turbo with BCH trailer or BB with CRC-16 tralier. A
trajectory table may contain inroute rates withhbburbo and LDPC coding
methods. An IPoS terminal supporting only Turbdembinroutes usesTurbo
coded with BCH trailer inroutes from the trajecttaple. An IPoS terminal
supporting both Turbo and LDPC inroutes uses eiflielbo coded with BCH
trailer inroutes or LDPC coded with CRC-16 inroutiepending on the coding
method with which this terminal is configured.

In the event a terminal needs to fallback to a