ETS| TS 126 090 V18.0.0 (2024-05)

& =>

TECHNICAL SPECIFICATION

Digital cellular telecommunications system (Phase 2+) (GSM);
Universal Mobile Telecommunications System (UMTS);
LTE;

SG;

Mandatory Speech Codec speech processing functions;
Adaptive Multi-Rate (AMR) speech codec;
Transcoding functions

(3GPP TS 26.090 version 18.0.0 Release 18)

=~

& ADVANCED

)

A GLOBAL INITIATIVE



3GPP TS 26.090 version 18.0.0 Release 18 1 ETSI TS 126 090 V18.0.0 (2024-05)

Reference
RTS/TSGS-0426090vi00

Keywords
5G,GSM,LTE,UMTS

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - APE 7112B
Association & but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° w061004871

Important notice

The present document can be downloaded from:
https://www.etsi.org/standards-search

The present document may be made available in electronic versions and/or in print. The content of any electronic and/or
print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any
existing or perceived difference in contents between such versions and/or in print, the prevailing version of an ETSI
deliverable is the one made publicly available in PDF format at www.etsi.org/deliver.

Users of the present document should be aware that the document may be subject to revision or change of status.
Information on the current status of this and other ETSI documents is available at
https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx

If you find errors in the present document, please send your comment to one of the following services:
https://portal.etsi.org/People/CommiteeSupportStaff.aspx

If you find a security vulnerability in the present document, please report it through our
Coordinated Vulnerability Disclosure Program:
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

Notice of disclaimer & limitation of liability

The information provided in the present deliverable is directed solely to professionals who have the appropriate degree of
experience to understand and interpret its content in accordance with generally accepted engineering or
other professional standard and applicable regulations.
No recommendation as to products and services or vendors is made or should be implied.

No representation or warranty is made that this deliverable is technically accurate or sufficient or conforms to any law
and/or governmental rule and/or regulation and further, no representation or warranty is made of merchantability or fitness
for any particular purpose or against infringement of intellectual property rights.

In no event shall ETSI be held liable for loss of profits or any other incidental or consequential damages.

Any software contained in this deliverable is provided "AS IS" with no warranties, express or implied, including but not
limited to, the warranties of merchantability, fithess for a particular purpose and non-infringement of intellectual property
rights and ETSI shall not be held liable in any event for any damages whatsoever (including, without limitation, damages

for loss of profits, business interruption, loss of information, or any other pecuniary loss) arising out of or related to the use
of or inability to use the software.

Copyright Notification

No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and
microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

© ETSI 2024.
All rights reserved.

ETSI


https://www.etsi.org/standards-search
http://www.etsi.org/deliver
https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx
https://portal.etsi.org/People/CommiteeSupportStaff.aspx
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

3GPP TS 26.090 version 18.0.0 Release 18 2 ETSI TS 126 090 V18.0.0 (2024-05)

Intellectual Property Rights

Essential patents

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations
pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-members, and can be
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETSI Web server (https:/ipr.etsi.org/).

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
including I PR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not
referenced in ETSI SR 000 314 (or the updates on the ETS| Web server) which are, or may be, or may become,
essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™ and LTE™ are trademarks of ETSI registered for the benefit of its Members and of the 3GPP
Organizational Partners. oneM 2M ™ logo is atrademark of ETSI registered for the benefit of its Members and of the
oneM2M Partners. GSM ® and the GSM logo are trademarks registered and owned by the GSM Association.

Legal Notice

This Technical Specification (TS) has been produced by ETSI 3rd Generation Partnership Project (3GPP).

The present document may refer to technical specifications or reports using their 3GPP identities. These shall be
interpreted as being references to the corresponding ETSI deliverables.

The cross reference between 3GPP and ETSI identities can be found under https.//webapp.etsi.org/key/queryform.asp.

Modal verbs terminology

In the present document "shall", "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" areto beinterpreted as described in clause 3.2 of the ETS| Drafting Rules (Verba forms for the expression of
provisions).

"must” and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.

ETSI


https://ipr.etsi.org/
https://webapp.etsi.org/key/queryform.asp
https://portal.etsi.org/Services/editHelp!/Howtostart/ETSIDraftingRules.aspx

3GPP TS 26.090 version 18.0.0 Release 18 3 ETSI TS 126 090 V18.0.0 (2024-05)

Contents

INtellectual Property RIGNES.... ..ot b e e e en e ns 2
LB INOLICE ... bbbt et h bt b b nE e b e b e e et bt e bt Rt e s e e e e e e eb e n e e ns 2
AV TeTo = L= g oY = 01T 070] oo | OSSPSR 2
1= 11 o TSRS 5
1 o0 o< TP P URUP PRSPPSO 6
2 REFEIBINCES ...ttt a b b e sttt e £ e e et e e st e be e b e sE e benb et et e neenenneebeneen 6
3 Definitions, symbols and aDbreVialions ..o 6
31 D= T aT] (0] TP P TR PRTUPTPPURRSI 6
3.2 Y 1210 S 8
3.3 ADDIEVIBLIONS ...ttt et h e bt e e e se bt sh e b e e heeae e s e e ne e b e sR e eh e e Re e b e b e eb e beeheene e e nre e 11
4 L@ 11 1SN0 == o ] o1 o o IS 12
4.1 Functional description Of AUAIO PArtS..........cceieiririeiiererrer bbb 12
4.2 Preparation of SPEECH SAMPIES........oou bbbt b e 13
42.1 OV I ol 7= Qo0 0177 £ o) o 1PN 13
4.3 Principles of the adaptive multi-rate SPEECh ENCOTEN .......cceiieiii e 13
4.4 Principles of the adaptive multi-rate SPEECh ECOTEN .......ccveivei e 15
45 Sequence and subjective importance of encoded ParamELEr'S.........ccocvvveereeieere e 16
5 Functional description Of the €NCOTEN .........ceoiieieee e e 16
51 Pre-proCessiNg (Al MOOES) .....c..cuiiiieii et b ettt b bbbt b e b e e ens 16
52 Linear prediction analysis and qUANtIZAETON ...........cooreiiirieirine st 16
521 Windowing and auto-correlation COMPUEBLION...........coueiririeiririeeres e e 17
522 Levinson-Durbin algorithm (@l MOTES) .......ccceiiiiiiieeeee e e 18
523 LP to LSP conversion (8l MOOES) ........ceeiriiieiieieie ettt st st 18
524 LSP t0 LP conVersion (all MOUES) ........coieeiieiiieii et ee ettt te ettt ae e ste e teeteenensneesnes 20
525 Quantization of the LSP COEffICIENES .......ccieiicice e sreenreene e 20
5.2.6 INLErPOIALiON OF thE LSPS.....c. ittt e e e b e te e e st e e be e reeseeneeneennes 22
5.2.7 Monitoring resonance in the LPC spectrum (all MOdES).........ccevveiiiiiicer e 22
53 OPEN-100P PILCH ANAIYSIS. ...eueeieecteese ettt s et et e et e s re e te e be e teetesaeesaeesaeesseeseenseensenneesneesnensnens 23
54 Impulse response computation (all MOUES) ........coieeiiiie e re e e sneesnes 26
55 Target signal computation (Al MOTES) ........c.eiuirieiiieree et b bbb ene 26
5.6 AQBPEIVE COOBDOOK ...ttt sttt et b et e et b e se et eb e s b e e eb e s b et eb e s b e e eb e sbeseebeebenneneas 27
56.1 Adaptive COOENO0K SEAICH .........oiiiii bbb 27
56.2 Adaptive codebook gain control (Al MOAES) .........ceririeiriiee e 30
5.7 ALGEDIEIC COOBDOOK. ... vttt ettt ekt b et b e e b e s et b e s et eb e s e e e eb e sb e e eb e e b e neeneebenneneas 31
571 AlQebraiC COOENOOK SLIUCTUIE .........cueitiieiiriirteee ettt bbbt 31
5.7.2 AlgebraiC COUEDOOK SEBAICN ... ....eiii et s e e s esae e saeenteeneeenaeereesraeseens 33
5.8 Quantization of the adaptive and fixed coOdebOOK QaINS.........cccccuvrieiiiiiesereere e 37
58.1 Adaptive codebook gain limitation in QUANTIZALION ..........ceecueeeieie e 37
5.8.2 Quantization Of COAEDOOK QAINS.........cccuirieiieiieie et cee e e e e e s e e be e te e teeseesreesreesseeseeneeenes 37
5.8.3 Update past quantized adaptive codebook gain buffer (all Modes)..........ccevvevvecvienieseeece e 39
59 MeMOry UPALE (Bl] MOUES).......cueiiieeeirtieetert ettt bbbt e bt b et b et eb e e e ens 39
6 Functiona description Of the ECOTEN ...........cuiiiiririeee e 40
6.1 Decoding and SPEECH SYNTNESIS ..ot bbbttt b e 40
6.2 POSE-PIOCESSI NG, ¢tttk ettt b et b et b bbbt h e et ek b e e e bt e e R Rt E b e bR h e Rt e e bttt bt e ens 43
6.2.1 Adaptive post-filtering (8l MOUES) ........cueiieiieiiee et a e e eraesraesrees 43
6.2.2 High-pass filtering and up-scaling (all MOAES) .........ccueiieiieceee e 44
7 Detailed bit alocation of the adaptive Multi-rate COUEC............couririrerinereeree e 45
8 HOMING SEOUEIICES. ...ttt b et b et et h st h e e b e e e e e et e bt e bt e bt e b e eb e b e n e e e e e st nb e ne e 49
8.1 FUNCLIONG] ESCIILION ...ttt bt bbbt et b bt b b eb e e e ens 49
8.2 D= T 0T (1) 1 PRSI 50
8.3 070 (= o 0 1 01 oo P 50

ETSI



3GPP TS 26.090 version 18.0.0 Release 18 4 ETSI TS 126 090 V18.0.0 (2024-05)

8.4 [DI=wlolo = gl 07010111 oo TSRO 50
9 (2] o] oo =0 oY 2SRRI 54
Annex A (informative): ChangE NISLONY ..o e 55
115 PR 56

ETSI



3GPP TS 26.090 version 18.0.0 Release 18 5 ETSI TS 126 090 V18.0.0 (2024-05)

Foreword

This Technical Specification has been produced by the 3" Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.
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1 Scope

The present document describes the detailed mapping from input blocks of 160 speech samplesin 13-bit uniform PCM
format to encoded blocks of 95, 103, 118, 134, 148, 159, 204, and 244 bits and from encoded blocks of 95, 103, 118,
134, 148, 159, 204, and 244 bits to output blocks of 160 reconstructed speech samples. The sampling rateis

8 000 samples/s leading to a bit rate for the encoded bit stream of 4.75, 5.15, 5.90, 6.70, 7.40, 7.95, 10.2 or 12.2 kbit/s.
The coding scheme for the multi-rate coding modes is the so-called Algebraic Code Excited Linear Prediction Coder,
hereafter referred to as ACELP. The multi-rate ACELP coder is referred to as MR-ACELP.

In the case of discrepancy between the requirements described in the present document and the fixed point
computational description (ANSI-C code) of these requirements contained in [4], the description in [4] will prevail. The
ANSI-C code is not described in the present document, see [4] for a description of the ANSI-C code.

The transcoding procedure specified in the present document is mandatory for systems using the AMR speech codec.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For aspecific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies. In the case of areference to a 3GPP document (including
aGSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] GSM 03.50: " Digital cellular telecommunications system (Phase 2+); Transmission planning
aspects of the speech servicein the GSM Public Land Mobile Network (PLMN) system".

2] 3GPP TS 26.101 : "Frame Structure”.
[3] 3GPP TS 26.094: "AMR Speech Codec; Voice Activity Detector".
[4] 3GPP TS 26.073: "Adaptive Multi-Rate (AMR); ANSI C source code'".
[5] 3GPP TS 26.074: " Adaptive Multi-Rate (AMR); Test sequences'.
[6] ITU-T Recommendation G.711 (1988): "Pulse code modulation (PCM) of voice frequencies'.
[7] ITU-T Recommendation G.726: "40, 32, 24, 16 kbit/s Adaptive Differential Pulse Code
Modulation (ADPCM)".
[8] ITU-T Recommendation G.712
3 Definitions, symbols and abbreviations

3.1 Definitions

For the purposes of the present document, the following terms and definitions apply:

adaptive codebook: contains excitation vectors that are adapted for every subframe. The adaptive codebook is derived
from the long-term filter state. The lag value can be viewed as an index into the adaptive codebook

ETSI
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adaptive postfilter: thisfilter is applied to the output of the short-term synthesis filter to enhance the perceptual quality
of the reconstructed speech. In the adaptive multi-rate codec, the adaptive postfilter is a cascade of two filters: a formant
postfilter and atilt compensation filter

algebraic codebook: fixed codebook where algebraic code is used to populate the excitation vectors (innovation
vectors). The excitation contains a small number of nonzero pulses with predefined interlaced sets of positions

anti-spar seness processing: adaptive post-processing procedure applied to the fixed codebook vector in order to
reduce perceptual artefacts from a sparse fixed codebook vector

closed-loop pitch analysis: adaptive codebook search, i.e., aprocess of estimating the pitch (lag) value from the
weighted input speech and the long term filter state. In the closed-loop search, the lag is searched using error
minimization loop (analysis-by-synthesis). In the adaptive multi-rate codec, closed-loop pitch search is performed for
every subframe

direct form coefficients: One of the formats for storing the short term filter parameters. In the adaptive multi-rate
codec, al filters which are used to modify speech samples use direct form coefficients.

fixed codebook: The fixed codebook contains excitation vectors for speech synthesis filters. The contents of the
codebook are non-adaptive (i.e., fixed). In the adaptive multi-rate codec, the fixed codebook isimplemented using an
algebraic codebook.

fractional lags. A set of lag values having sub-sample resolution. In the adaptive multi-rate codec a sub-sample
resolution of 1/6™ or 1/3' of asampleis used.

frame: timeinterval equal to 20 ms (160 samples at an 8 kHz sampling rate)
integer lags: set of lag values having whole sample resolution

interpolating filter: FIR filter used to produce an estimate of subsample resolution samples, given an input sampled
with integer sample resolution

inversefilter: this filter removes the short term correlation from the speech signal. The filter models an inverse
frequency response of the vocal tract

lag: long term filter delay. Thisistypically the true pitch period, or its multiple or sub-multiple
Line Spectral Frequencies: (see Line Spectral Pair)

Line Spectral Pair: transformation of LPC parameters. Line Spectral Pairs are obtained by decomposing the inverse
filter transfer function A(z) to a set of two transfer functions, one having even symmetry and the other having odd
symmetry. The Line Spectral Pairs (also called as Line Spectral Frequencies) are the roots of these polynomials on the
z-unit circle

L P analysiswindow: for each frame, the short term filter coefficients are computed using the high pass filtered speech
samples within the analysis window. In the adaptive multi-rate codec, the length of the analysis window is always 240
samples. For each frame, two asymmetric windows are used to generate two sets of LP coefficient in the 12.2 kbit/s
mode. For the other modes, only a single asymmetric window is used to generate a single set of LP coefficients. In the
12.2 kbit/s mode, no samples of the future frames are used (no lookahead). The other modes use a5 ms |ookahead

L P coefficients: linear Prediction (LP) coefficients (also referred as Linear Predictive Coding (LPC) coefficients) isa
generic descriptive term for the short term filter coefficients

mode: when used alone, refersto the source codec mode, i.e., to one of the source codecs employed in the AMR codec

open-loop pitch search: process of estimating the near optimal lag directly from the weighted speech input. Thisis
done to simplify the pitch analysis and confine the closed-loop pitch search to a small number of lags around the
open-loop estimated lags. In the adaptive multi-rate codec, an open-loop pitch search is performed in every other
subframe

residual: the output signal resulting from an inverse filtering operation

short term synthesisfilter: thisfilter introduces, into the excitation signal, short term correlation which models the
impul se response of the vocal tract
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per ceptual weighting filter: thisfilter is employed in the analysis-by-synthesis search of the codebooks. The filter
exploits the noise masking properties of the formants (vocal tract resonances) by weighting the error lessin regions near
the formant frequencies and more in regions away from them

subframe: timeinterval equal to 5 ms (40 samples at 8 kHz sampling rate)
vector quantization: method of grouping several parametersinto a vector and quantizing them simultaneously

zero input response: output of afilter due to past inputs, i.e. due to the present state of the filter, given that an input of
zerosis applied

zer o state response: output of afilter due to the present input, given that no past inputs have been applied, i.e., given
that the state information in the filter is all zeroes

3.2 Symbols

For the purposes of the present document, the following symbols apply:

A(z) The inverse filter with unquantized coefficients
A(Z) The inverse filter with quantized coefficients
1
H(z) = A( ' The speech synthesis filter with quantized coefficients
V4
et The unguantized linear prediction parameters (direct form coefficients)
4 The quantified linear prediction parameters
m The order of the LP model
1
—_— The long-term synthesis filter
B(2)
W( Z) The perceptual weighting filter (unquantized coefficients)
2Ve The perceptual weighting factors
F-(2) Adaptive pre-filter
T The integer pitch lag nearest to the closed-loop fractional pitch lag of the subframe
B The adaptive pre-filter coefficient (the quantified pitch gain)
Az/
i(2= M The formant postfilter
Azlyq)
Yn Control coefficient for the amount of the formant post-filtering
7d Control coefficient for the amount of the formant post-filtering
H; (2) Tilt compensation filter
Y Control coefficient for the amount of the tilt compensation filtering
U=k A tilt factor, with k;" being the first reflection coefficient
h; (n) The truncated impul se response of the formant postfilter
Ly, Thelength of h; (n)
(i) The auto-correlations of h¢ (n)
A(d n ) Theinverse filter (numerator) part of the formant postfilter
]/ A(Z/ 7d ) The synthesis filter (denominator) part of the formant postfilter
f(n) The residual signal of the inverse filter A(Z/ }/n)
ht (n) Impul se response of the tilt compensation filter
B(n) The AGC-controlled gain scaling factor of the adaptive postfilter
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o The AGC factor of the adaptive postfilter
H hl( 2) Pre-processing high-pass filter
w, (n), wy(n) LPanalysiswindows
|
L, Length of the first part of the LP analysis window Wi (N)
LZ(I ) Length of the second part of the LP analysis window W, (n)
L,("D Length of the first part of the LP analysis window W, ()
L, Length of the second part of the LP analysis window W, (n)
Fac(K) The auto-correlations of the windowed speech S'(N)
Wigg (i) Lag window for the auto-correlations (60 Hz bandwidth expansion)
fo The bandwidth expansion in Hz
fo The sampling frequency in Hz
Mac (k) The modified (bandwidth expanded) auto-correlations
E p(i) The prediction error in the ith iteration of the Levinson algorithm
K, The ith reflection coefficient
a](i) The jth direct form coefficient in the ith iteration of the Levinson algorithm
F(2) Symmetric LSF polynomial
F:(2) Antisymmetric LSF polynomial
F.(2) Polynomial F{(z) withroot z=—1 eliminated
Fo(2) Polynomial F5(2z) withroot z =1 eliminated
Gi The line spectral pairs (L SPs) in the cosine domain
q An LSP vector in the cosine domain
g i(n) The quantified LSP vector at the ith subframe of the frame n
W The line spectral frequencies (LSFs)
T.,(X) A mth order Chebyshev polynomial
f1(1), f2(1)  The coefficients of the polynomials F;(z) and F,(2)
fll @), f2' (i)  The coefficients of the polynomials F{(z) and F;(2)
f(i) The coefficients of either Fl(z) or FZ(Z)
C(x) Sum polynomial of the Chebyshev polynomials
X Cosine of angular frequency @
A K Recursion coefficients for the Chebyshev polynomial evaluation
f; The line spectral frequencies (LSFs) in Hz

ft =[f1 f5... f1g] Thevector representation of the LSFsin Hz

F@(n-1)
fk

Ele

. 2@ (n) The mean-removed LSF vectors at frame N
, 1@ (n) TheLSF prediction residual vectors at frame N

The predicted LSF vector at frame N
The quantified second residual vector at the past frame

The quantified L SF vector at quantization index k
The LSP quantization error

W, ,i =1,... 10, LSP-quantization weighting factors

d
h(n)

The distance between the line spectral frequencies f;q and f;_;
The impulse response of the weighted synthesis filter
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Oy The correlation maximum of open-loop pitch analysis at delay K
Oti ,i=1,...,3 Thecorrelation maximaat delays t;,i =1,...,3

(Mi a " ), i=1,...,3The normalized correlation maxima M; and the corresponding delays t;,i =1,...,3

H(z2)W(2)= _Azl7y) The weighted synthesis filter

A Azl y,)

A(d 7/1) The numerator of the perceptual weighting filter

]/ A(;/ }/2) The denominator of the perceptual weighting filter

T The integer nearest to the fractional pitch lag of the previous (1% or 3'%) subframe

s'(n) The windowed speech signal

s, (n) The weighted speech signal

&(n) Reconstructed speech signal

§'(n) The gain-scaled post-filtered signal

5t (n) Post-filtered speech signal (before scaling)

x(n) The target signal for adaptive codebook search

Xz(n) , th Thetarget signal for algebraic codebook search

res; p(n) The LP residual signal

c(n) The fixed codebook vector

v(n) The adaptive codebook vector

y(n) = v(n)xh(n) Thefiltered adaptive codebook vector

Y (n) The past filtered excitation

u(n) The excitation signal

a(n) The emphasized adaptive codebook vector

a'(n) The gain-scaled emphasized excitation signal

TOp The best open-loop lag

tmin Minimum lag search value

tmax Maximum lag search value

R(k) Correlation term to be maximized in the adaptive codebook search

boy The FIR filter for interpolating the normalized correlation term R(K)

R(K), The interpolated value of R(K) for the integer delay K and fraction t

b60 The FIR filter for interpolating the past excitation signal u( n) to yield the adaptive codebook
vector v(n)

A Correlation term to be maximized in the algebraic codebook search at index k

Cy The correlation in the numerator of A, at index K

EDk The energy in the denominator of Ay, at index Kk

d=H tX2 The correlation between the target signal xz(n) and the impul se response h( n) , I.e., backward
filtered target

H The lower triangular Toepliz convolution matrix with diagonal h(O) and lower diagonals
h(l),. . ,h(39)

®=H'H The matrix of correlations of h( n)

d(n) The elements of the vector d

o3, ]) The elements of the symmetric matrix ®
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Ck The innovation vector

C The correlation in the numerator of Ay

m The position of the ith pulse

U; The amplitude of the ith pulse

N p The number of pulsesin the fixed codebook excitation

Ep The energy in the denominator of Ak

res,tp(n)  Thenormalized long-term prediction residual

b(n) The signal used for presetting the signsin algebraic codebook search
$ ( n) The sign signal for the algebraic codebook search

d’(n) Sign extended backward filtered target

(D' (@i,)) The modified elements of the matrix @, including sign information
z', 7(n) The fixed codebook vector convolved with h(n)

E(n) The mean-removed innovation energy (in dB)

E The mean of the innovation energy

Ig( n) The predicted energy

[by by b3 by] The MA prediction coefficients

IQ( k) The quantified prediction error at subframe K

E The mean innovation energy

R(n) The prediction error of the fixed-codebook gain quantization

EQ The quantization error of the fixed-codebook gain quantization
e(n) The states of the synthesisfilter 1/ A(z)

(ST ( n) The perceptually weighted error of the analysis-by-synthesis search
n The gain scaling factor for the emphasized excitation

Jc The fixed-codebook gain

9¢ The predicted fixed-codebook gain

0c The quantified fixed codebook gain

9p The adaptive codebook gain

o, The quantified adaptive codebook gain

Vgc = Yc /9¢ A correction factor between the gain g and the estimated one g
Vgc The optimum valuefor ¥ 4

V< Gain scaling factor

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply.

ACELP Algebraic Code Excited Linear Prediction
AGC Adaptive Gain Control

AMR Adaptive Multi-Rate

CELP Code Excited Linear Prediction

EFR Enhanced Full Rate

FIR Finite Impul se Response

ISPP Interleaved Single-Pulse Permutation
LP Linear Prediction

LPC Linear Predictive Coding

LSF Line Spectral Frequency

LSP Line Spectral Pair
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LTP Long Term Predictor (or Long Term Prediction)
MA Moving Average
4 Outline description

The present document is structured as follows:

Clause 4.1 contains a functional description of the audio partsincluding the A/D and D/A functions. Clause 4.2
describes the conversion between 13-bit uniform and 8-bit A-law or  -law samples. Clauses 4.3 and 4.4 present a

simplified description of the principles of the AMR codec encoding and decoding process respectively. In clause 4.5,
the sequence and subjective importance of encoded parameters are given.

Clause 5 presents the functional description of the AMR codec encoding, whereas clause 6 describes the decoding
procedures. In clause 7, the detailed bit allocation of the AMR codec is tabulated.

4.1 Functional description of audio parts
The anal ogue-to-digital and digital-to-analogue conversion will in principle comprise the following elements:

1) Analogue to uniform digital PCM

microphone;

- input level adjustment device;

- input anti-aliasing filter;

- sample-hold device sampling at 8 kHz;

- analogue-to—uniform digital conversion to 13-bit representation.
The uniform format shall be represented in two's complement.

2) Uniform digital PCM to analogue

conversion from 13-bit/8 kHz uniform PCM to analogue;

ahold device;

- reconstruction filter including x/sin( x ) correction;

output level adjustment device;
- earphone or loudspesker.

In the terminal equipment, the A/D function may be achieved either:
- by direct conversion to 13-bit uniform PCM format;

- or by conversion to 8-bit A-law or « -law compounded format, based on a standard A-law or (£ -law

codec/filter according to ITU-T Recommendations G.711 [6] and G.714, followed by the 8-bit to 13-bit
conversion as specified in clause 4.2.1.

For the D/A operation, the inverse operations take place.

In the latter case it should be noted that the specificationsin ITU-T G.714 (superseded by G.712) are concerned with
PCM equipment located in the central parts of the network. When used in the terminal equipment, the present document
does not on its own ensure sufficient out-of-band attenuation. The specification of out-of-band signalsis defined in [1]
in clause 2.
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4.2 Preparation of speech samples

The encoder isfed with data comprising of samples with aresolution of 13 bits left justified in a 16-bit word. The three
least significant bits are set to '0'. The decoder outputs data in the same format. Outside the speech codec further
processing must be applied if the traffic data occursin a different representation.

4.2.1 PCM format conversion

The conversion between 8-bit A-Law or u -law compressed data and linear data with 13-bit resolution at the speech
encoder input shall be asdefined in ITU-T Rec. G.711 [6].

ITU-T Rec. G.711[6] specifiesthe A-Law or (£ -law to linear conversion and vice versa by providing table entries.

Examples on how to perform the conversion by fixed-point arithmetic can be found in ITU-T Rec. G.726 [7]. Clause
4.2.1 of G.726 [7] describes A-Law or ( -law to linear expansion and clause 4.2.8 of G.726 [7] provides a solution for

linear to A-Law or ( -law compression.

4.3 Principles of the adaptive multi-rate speech encoder
The AMR codec consists of eight source codecs with bit-rates of 12.2, 10.2, 7.95, 7.40, 6.70, 5.90, 5.15 and 4.75 kbit/s.

The codec is based on the code-excited linear predictive (CELP) coding model. A 10™ order linear prediction (LP), or
short-term, synthesis filter is used which is given by:

1 1
A2 1+ Ziriléi z7

: D

where 8,1 =1,...,m, arethe (quantified) linear prediction (LP) parameters, and m= 10 isthe predictor order. The
long-term, or pitch, synthesis filter is given by:

= T 2

where T isthe pitch delay and g, isthe pitch gain. The pitch synthesis filter isimplemented using the so-called
adaptive codebook approach.

The CELP speech synthesis model is shown in figure 2. In this model, the excitation signal at the input of the short-term
LP synthesisfilter is constructed by adding two excitation vectors from adaptive and fixed (innovative) codebooks. The
speech is synthesized by feeding the two properly chosen vectors from these codebooks through the short-term
synthesis filter. The optimum excitation sequence in a codebook is chosen using an analysis-by-synthesis search
procedure in which the error between the original and synthesized speech is minimized according to a perceptually
weighted distortion measure.

The perceptua weighting filter used in the analysis-by-synthesis search technique is given by:

A(?Vl)

W(z) =———F, ©)
A(Z/ 72)
where A(Z) isthe unquantized LP filter and O <y, < Y1 <1 arethe perceptual weighting factors. The values

Y1 = 09 (for the 12.2 and 10.2 kbit/s mode) or ¥, = 0.94 (for all other modes) and y, = 0.6 are used. The
weighting filter uses the unquantized L P parameters.

The coder operates on speech frames of 20 ms corresponding to 160 samples at the sampling frequency of 8 000
sample/s. At each 160 speech samples, the speech signal is analysed to extract the parameters of the CELP model (LP
filter coefficients, adaptive and fixed codebooks' indices and gains). These parameters are encoded and transmitted. At
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the decoder, these parameters are decoded and speech is synthesized by filtering the reconstructed excitation signal
through the LP synthesis filter.

The signal flow at the encoder is shown in figure 3. LP analysisis performed twice per frame for the 12.2 kbit/s mode
and once for the other modes. For the 12.2 kbit/s mode, the two sets of LP parameters are converted to line spectrum
pairs (LSP) and jointly quantized using split matrix quantization (SMQ) with 38 bits. For the other modes, the single set
of LP parametersis converted to line spectrum pairs (L SP) and vector quantized using split vector quantization (SVQ).
The speech frame is divided into 4 subframes of 5 ms each (40 samples). The adaptive and fixed codebook parameters
are transmitted every subframe. The quantized and unquantized L P parameters or their interpolated versions are used
depending on the subframe. An open-loop pitch lag is estimated in every other subframe (except for the 5.15 and 4.75
kbit/s modes for which it is done once per frame) based on the perceptually weighted speech signal.

Then the following operations are repeated for each subframe;

Thetarget signal X(Nn) is computed by filtering the LP residual through the weighted synthesis filter

W(2)H(2) withtheinitial states of the filters having been updated by filtering the error between LP residual

and excitation (thisis equivalent to the common approach of subtracting the zero input response of the weighted
synthesis filter from the weighted speech signal).

The impulse response, h(n) of the weighted synthesis filter is computed.

Closed-loop pitch analysisis then performed (to find the pitch lag and gain), using the target X( n) and impulse

response h(n) , by searching around the open-loop pitch lag. Fractional pitch with 1/6™ or 1/3" of a sample
resolution (depending on the mode) is used.

The target signal x(n) is updated by removing the adaptive codebook contribution (filtered adaptive

codevector), and this new target, X, ( n) , isused in the fixed algebraic codebook search (to find the optimum
innovation).

The gains of the adaptive and fixed codebook are scalar quantified with 4 and 5 bits respectively or vector
quantified with 6-7 bits (with moving average (MA) prediction applied to the fixed codebook gain).

Finaly, the filter memories are updated (using the determined excitation signal) for finding the target signal in
the next subframe.

The hit allocation of the AMR codec modes is shown in table 1. In each 20 ms speech frame, 95, 103, 118, 134, 148,
159, 204 or 244 bits are produced, corresponding to a bit-rate of 4.75, 5.15, 5.90, 6.70, 7.40, 7.95, 10.2 or 12.2 kbit/s.
More detailed bit alocation among the codec parametersis given in tables 9a-9h. Note that the most significant bits
(MSB) are always sent first.
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Table 1: Bit allocation of the AMR coding algorithm for 20 ms frame

Mode Parameter 1st 2nd 3d 4th total per frame
subframe | subframe | subframe | subframe

2 LSP sets 38

12.2 kbit/s Pitch delay 9 6 9 6 30
(GSM EFR) Pitch gain 4 4 4 4 16
Algebraic code 35 35 35 35 140

Codebook gain 5 5 5 5 20
Total 244

LSP set 26

10.2 kbit/s Pitch delay 8 5 8 5 26
Algebraic code 31 31 31 31 124

Gains 7 7 7 7 28
Total 204

LSP sets 27

7.95 kbit/s Pitch delay 8 6 8 6 28
Pitch gain 4 4 4 4 16

Algebraic code 17 17 17 17 68

Codebook gain 5 5 5 5 20

Total 159

LSP set 26

7.40 kbit/s Pitch delay 8 5 8 5 26
(TDMA EFR) Algebraic code 17 17 17 17 68
Gains 7 7 7 7 28

Total 148

LSP set 26

6.70 kbit/s Pitch delay 8 4 8 4 24
(PDC EFR) Algebraic code 14 14 14 14 56
Gains 7 7 7 7 28

Total 134

LSP set 26

5.90 kbit/s Pitch delay 8 4 8 4 24
Algebraic code 11 11 11 11 44

Gains 6 6 6 6 24

Total 118

LSP set 23

5.15 kbit/s Pitch delay 8 4 4 4 20
Algebraic code 9 9 9 9 36

Gains 6 6 6 6 24

Total 103

LSP set 23

4.75 kbit/s Pitch delay 8 4 4 4 20
Algebraic code 9 9 9 9 36

Gains 8 8 16

Total 95

4.4 Principles of the adaptive multi-rate speech decoder

The signal flow at the decoder is shown in figure 4. At the decoder, based on the chosen mode, the transmitted indices
are extracted from the received bitstream. The indices are decoded to obtain the coder parameters at each transmission
frame. These parameters are the L SP vectors, the fractional pitch lags, the innovative codevectors, and the pitch and
innovative gains. The LSP vectors are converted to the LP filter coefficients and interpolated to obtain LP filters at each
subframe. Then, at each 40-sample subframe:

- theexcitation is constructed by adding the adaptive and innovative codevectors scaled by their respective gains;
- the speech is reconstructed by filtering the excitation through the LP synthesis filter.

Finally, the reconstructed speech signal is passed through an adaptive postfilter.
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4.5 Sequence and subjective importance of encoded
parameters

The encoder will produce the output information in a unique sequence and format, and the decoder must receive the
same information in the same way. In table 9a-9h, the sequence of output bits and the bit allocation for each parameter
is shown.

The different parameters of the encoded speech and their individual bits have unequal importance with respect to
subjective quality. The output and input frame formats for the AMR speech codec are given in [2], where a reordering
of bitstake place.

5 Functional description of the encoder

In this clause, the different functions of the encoder represented in figure 3 are described.

5.1 Pre-processing (all modes)

Two pre-processing functions are applied prior to the encoding process: high-pass filtering and signal down-scaling.

Down-scaling consists of dividing the input by a factor of 2 to reduce the possibility of overflowsin the fixed-point
implementation.

The high-passfilter serves as a precaution against undesired low frequency components. A filter with a cut off
frequency of 80 Hz is used, and it is given by:

0.927246093-1.8544941z " + 0.927246903z >
1-1.906005859z " +0.9113769532 > '

H.,(2) = (4)

Down-scaling and high-pass filtering are combined by dividing the coefficients at the numerator of th(z) by 2.

5.2 Linear prediction analysis and quantization
12.2 kbit/s mode

Short-term prediction, or linear prediction (LP), analysisis performed twice per speech frame using the auto-correlation
approach with 30 ms asymmetric windows. No lookahead is used in the auto-correl ation computation.

The auto-correlations of windowed speech are converted to the LP coefficients using the Levinson-Durbin a gorithm.
Then the LP coefficients are transformed to the Line Spectral Pair (LSP) domain for quantization and interpolation
purposes. The interpolated quantified and unquantized filter coefficients are converted back to the LP filter coefficients
(to construct the synthesis and weighting filters at each subframe).

10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

Short-term prediction, or linear prediction (LP), analysisis performed once per speech frame using the auto-correlation
approach with 30 ms asymmetric windows. A lookahead of 40 samples (5 ms) is used in the auto-correlation
computation.

The auto-correlations of windowed speech are converted to the LP coefficients using the Levinson-Durbin algorithm.
Then the LP coefficients are transformed to the Line Spectral Pair (LSP) domain for quantization and interpolation
purposes. Theinterpolated quantified and unquantized filter coefficients are converted back to the LP filter coefficients
(to construct the synthesis and weighting filters at each subframe).
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5.2.1 Windowing and auto-correlation computation
12.2 kbit/s mode

LP analysisis performed twice per frame using two different asymmetric windows. The first window has its weight
concentrated at the second subframe and it consists of two halves of Hamming windows with different sizes. The
window is given by:

054—04600{%) , n:O,...,Ll(I)_l,
LM
0.54+0.46005(%) Con=L0, L0+ L0 1
L, -1

Thevalues L") =160 and L,(") = 80 are used. The second window has its weight concentrated at the fourth

subframe and it consists of two parts: the first part is half a Hamming window and the second part is a quarter of a
cosine function cycle. The window is given by:

054—046c0d — 2| n=o,., LN -1
21, —1

Wi (n) = I (6)
Co{zﬂ”—l—l'-l())j, n=L, L0 4,00 1
4L, —1
where the values Ll(”) =232 and LZ(H) =8 are used.
Note that both LP analyses are performed on the same set of speech samples. The windows are applied to 80 samples

from past speech frame in addition to the 160 samples of the present speech frame. No samples from future frames are
used (no lookahead). A diagram of the two LP analysis windows is depicted below.

w, (n) wI | (n)

frame n-1 frame n

5ms
20 ms -

frame (160 samples) ?:(? sf;ar;npeleS)

N

Figure 1: LP analysis windows

The auto-correlations of the windowed speech S'(n), N = 0,...239 , are computed by:

239

(K=Y s(ms(n-k), k=0,...10, ©

and a 60 Hz bandwidth expansion is used by lag windowing the auto-correlations using the window:
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W (i) = 27Zfol . 0
|ag exp 2 f 1 I = :L...l ’ (8)
S

where f, = 60 Hzisthe bandwidth expansionand f, = 8000 Hz isthe sampling frequency. Further, r..(0) is
multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor at -40 dB.

10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

LP analysisis performed once per frame using an asymmetric window. The window has its weight concentrated at the
fourth subframe and it consists of two parts: the first part is half a Hamming window and the second part is a quarter of

acosine function cycle. The window is given by equation (6) where the values L, = 200 and L, = 40 are used.

The auto-correlations of the windowed speech S'(n), n=0,...239, are computed by equation (7) and a60 Hz
bandwidth expansion is used by lag windowing the auto-correlations using the window of equation (8). Further, I, (O)
is multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor at -40 dB.

5.2.2 Levinson-Durbin algorithm (all modes)

The modified auto-correlations I' . (0) = 10001, (0) and 1" (K) = r,.(K)W,(K), k=1,...10, areused to
obtain the direct form LP filter coefficients a, ,k =1,... 10, by solving the set of equations.

Zakr'ac(“_k'):_r'ac(i) ) i=1...10. 9

The set of equationsin (9) is solved using the Levinson-Durbin algorithm. This a gorithm uses the following recursion:

ELD (O) = rac' (O)
for i=1to 10 do

a(()i—l) _
ki = [zlj 10310 Orye' (i = )|/ Ep(i-1)
3" =k

for | =1to i—l do
end

Eo() = A-K?)Ep(i-1)
end

|1)

Thefinal solutionisgivenas a; = aﬁlo),j =1,...10.
The LP filter coefficients are converted to the line spectral pair (LSP) representation for quantization and interpolation

purposes. The conversions to the L SP domain and back to the LP filter coefficient domain are described in the next
clause.

5.2.3 LP to LSP conversion (all modes)

The LP filter coefficients a, ,k =1,... 10, are converted to the line spectral pair (LSP) representation for quantization

and interpolation purposes. For a 10" order LP filter, the LSPs are defined as the roots of the sum and difference
polynomials:

Fl2) = Al2) + z_llA(z_l) (10)
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and
F;(2) = Al2) - z_llA(z_l), (11)

respectively. The polynomial Fl’( Z) and F2’ ( Z) are symmetric and anti-symmetric, respectively. It can be proven that
all roots of these polynomials are on the unit circle and they aternate each other. Fl’( Z) hasaroot z=-1 (@w =7x)

and FZ’(Z) hasaroot z=1 (@ = 0). To eliminate these two roots, we define the new polynomials:

F(2) = F(2) / (1+ z_l) (12)

and
F.(2) = F5(2)/(1-277) (13)

Each polynomial has 5 conjugate roots on the unit circle (ei Joi ) , therefore, the polynomials can be written as

Fi(2) = H(l— 20,27 + 2_2) (14)
i=13...9
and
F,(2) = H(l— 20,271 + 2‘2) , (15)
i=2,4,..10

where Q, = COS(O)i) with o, being the line spectral frequencies (LSF) and they satisfy the ordering property
O0<m,<m, <...<®,, <T.Wereferto ¢; astheLSPsin the cosine domain.

Since both polynomials Fl(Z) and F2(Z) are symmetric only the first 5 coefficients of each polynomial need to be
computed. The coefficients of these polynomials are found by the recursive relations (for i = O to 4):

fi+)=a.+a, - f()
. . (16)
foli+)=a,—an;+ f(i)

where m =10 isthe predictor order.

The LSPs are found by evaluating the polynomials Fl( Z) and F2(Z) at 60 points equally spaced between 0 and =
and checking for sign changes. A sign change signifies the existence of aroot and the sign change interval is then
divided 4 times to better track the root. The Chebyshev polynomials are used to evaluate Fl( Z) and FZ(Z) . Inthis

method the roots are found directly in the cosine domain {qi } . The polynomials Fl( Z) or F2 ( Z) evaluated at
2 =¢el? can bewritten as:

F(w) = 2e71%°C(x),

with:

C(x) = Ts(x) + F (DT, (x) + F(2T3(x) + F(IT,(x) + F(4)Ty(x) + f(5)/2, (17)

where T(X) = codmw) isthe mth order Chebyshev polynomial, and f (i),i =1,...,5 arethe coefficients of
either Fl( Z) or F ( Z) , computed using the equations in (16). The polynomial C(X) isevaluated at a certain value of
X = cod @) using the recursive relation:
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fork=4downtol

Ay = 2% 11— Ao + F(5-K)
end
C(X)=x41 -4, + f(5) /2,

with initial values 2.5 =1and /16 = 0. The details of the Chebyshev polynomial evaluation method are found in P.
Kabal and R.P. Ramachandran [4].

5.2.4 LSP to LP conversion (all modes)

Once the L SPs are quantified and interpolated, they are converted back to the LP coefficient domain {ak} . The

conversion to the LP domain is done as follows. The coefficients of Fl( Z) or ( Z) are found by expanding
equations (14) and (15) knowing the quantified and interpolated LSPs ¢ , i = 1,...,10. Thefollowing recursive

relation is used to compute f4(i)

fori=1to5
fl(l) = —2qu_1f1(i —1) + 2f1(| - 2)
forj=i—1downtol
f1(3) = fa(i) = 200 F4(j - 1) + F1(j - 2)
end
end

withinitial values f1(0)=1and f(—1)=0. The coefficients f, (i) are computed similarly by replacing Cpj_y by
Qi -

Once the coefficients f1(i) and f,(i) arefound, F;(z) and F,(z) aremultipliedby 1+ 2" and 1— 27",
respectively, to obtain F{(z) and F5(2); that is

()= f,(i)— f,(i-2), i=1..5
Finally the LP coefficients are found by:
05f(i) + 05f5(i), i=1..5
a = 05f/(11—i , . . . (29
5f(11-i) - 05f4(11-i), i=6,...,10

Thisis directly derived from the relation A(z) = (Fl'( 2) + FZ’(Z))/Z , and considering the fact that F{(z) and
F2’ (Z) are symmetric and anti-symmetric polynomials, respectively.

5.2.5 Quantization of the LSP coefficients
12.2 kbit/s mode

The two sets of LP filter coefficients per frame are quantified using the L SP representation in the frequency domain;
that is:

f .
f.=—S-arccos(q; ), i=1...10, 20
=0 (q) 1 (20)
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where f; aretheline spectral frequencies (LSF) in Hz [0,4 000] and fg=8000 is the sampling frequency. The LSF

vector is given by ft =[ fifo... flo] , with t denoting transpose.

A 1% order MA prediction is applied, and the two residual L SF vectors are jointly quantified using split matrix
quantization (SMQ). The prediction and quantization are performed as follows. Let z™ (n) and z? (n) denote the

mean-removed LSF vectors at frame N. The prediction residual vectors r P (n) and 1 @ (n) are given by:
r@(n)=z9(n)-p(n), and
r®(n) =22 (n)—p(n), 1)

where p(n) isthe predicted L SF vector at frame N . First order moving-average (MA) prediction is used where:
p(n) = 065¢ ¥ (n-1), (22)
where F @ (n—1) isthe quantified second residual vector at the past frame.

The two L SF residual vectors r @ and r & are jointly quantified using split matrix quantization (SMQ). The matrix
(r @ r @ ) issplitinto 5 submatrices of dimension 2 x 2 (two elements from each vector). For example, the first

submatrix consists of the elements rl(l) , r2(1) , r1(2) , and r2(2) . The 5 submatrices are quantified with 7, 8, 8+1, 8, and

6 bits, respectively. The third submatrix uses a 256-entry signed codebook (8-bit index plus 1-bit sign).

A weighted L SP distortion measure is used in the quantization process. In general, for an input LSP vector f and a

quantified vector at index K, fk , the quantization is performed by finding theindex k which minimizes:
10 » 2
ELSP:Z[fiWi_fi \Ni] . (23)
i=1

The weighting factors W; i =1,... 10 , are given by

W, :3.347—@@ for d, <450,
08 450 (24)
=1.8-——(d. —450) otherwise,
1050

where d; = fj 1 — fj_1 with f3=0 and f;;=4000. Here, two sets of weighting coefficients are computed for the

two L SF vectors. In the quantization of each submatrix, two weighting coefficients from each set are used with their
corresponding LSFs.

10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

The set of LP filter coefficients per frame is quantified using the L SP representation in the frequency domain using
equation (20).

A 1% order MA prediction is applied, and the residual L SF vector is quantified using split vector quantization. The
prediction and quantization are performed as follows. Let z(n) denote the mean-removed L SF vectors at frame N .

The prediction residual vectors r (n) isgiven by:

r(n)=z(n)-p(n) -

where p(n) isthe predicted LSF vector at frame N. First order moving-average (MA) prediction is used where:
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p,(N=e,f (n-1) j=1...10, (26)
where F(n—l) is the quantified residual vector at the past frame and «; isthe prediction factor for thejth LSF.

The LSF residual vectors r is quantified using split vector quantization. The vector r is split into 3 subvectors of
dimension 3, 3, and 4. The 3 subvectors are quantified with 7-9 bits according to table 2.

Table 2. Bit allocation split vector quantization of LSF residual vector.

Mode Subvector 1 Subvector 2 Subvector 3
10.2 kbit/s 8 9 9
7.95 kbit/s 9 9 9
7.40 kbit/s 8 9 9
6.70 kbit/s 8 9 9
5.90 kbit/s 8 9 9
5.15 kbit/s 8 8 7
4.75 kbit/s 8 8 7

The weighted L SP distortion measure of equation (23) with the weighting of equation (24) is used in the quantization
process.

5.2.6 Interpolation of the LSPs
12.2 kbit/s mode

The two sets of quantified (and unquantized) LP parameters are used for the second and fourth subframes whereas the
first and third subframes use a linear interpolation of the parameters in the adjacent subframes. The interpolation is

performed on the LSPsin the g domain. Let C]Eln) be the LSP vector at the 4™ subframe of the present frame n, q(zn)

be the LSP vector at the 2" subframe of the present frame n, and qﬁ{“l) the LSP vector at the 4™ subframe of the past
frame N—1. Theinterpolated L SP vectors at the 1% and 3 subframes are given by:

ap” = 0545 +0505”,

27
6 = 056" + 054" @)

The interpolated L SP vectors are used to compute a different LP filter at each subframe (both quantified and
unquantized coefficients) using the L SP to L P conversion method described in clause 5.2.4.

10.2, 7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

The set of quantified (and unquantized) LP parametersis used for the fourth subframe whereas the first, second, and
third subframes use alinear interpolation of the parametersin the adjacent subframes. The interpolation is performed on
the LSPsin the q domain. The interpolated L SP vectors at the 1%, 2", and 3" subframes are given by:

" =075 +02545",
A" = 059" + 054", )
A(”) = 02595 +07545".

The interpolated L SP vectors are used to compute a different LP filter at each subframe (both quantified and
unquantized coefficients) using the LSP to LP conversion method described in clause 5.2.4.

5.2.7 Monitoring resonance in the LPC spectrum (all modes)
Resonances in the LPC filter are monitored to detect possible problem areas where divergence between the adaptive

codebook memoriesin the encoder and the decoder could cause unstable filtersin areas with highly correlated
continuous signals. Typically, this divergence is due to channel errors.

ETSI



3GPP TS 26.090 version 18.0.0 Release 18 23 ETSI TS 126 090 V18.0.0 (2024-05)

The monitoring of resonance signals is performed using unquantized LSPs Q) 1 =1,...,10. The LSPs are available
after the LP to LSP conversion in clause 5.2.3. The algorithm utilises the fact that LSPs are closely located at a peak in
the spectrum. First, two distances, dist, and dist,, are calculated in two different regions, defined as

dist,= min(g,—q,,,),i = 4...,8, and dist,= min(g,—q;,,,).i = 2,3.

Either of these two minimum distance conditions must be fulfilled to classify the frame as a resonance frame and
increase the resonance counter.

if (dist,<TH,) OR if (dist,<TH,)
counter = counter +1

else
counter =0

TH ;= 0.046 is afixed threshold while the second one is depending on q, according to:

0.018, g,> 098
TH,=10024, 093<q,<098
0.034, otherwise

12 consecutive resonance frames are needed to indicate possible problem conditions, otherwise the LSP_flag is cleared.

if (counter >12)

counter =12

LSP flag=1
else

LSP_flag=0

5.3 Open-loop pitch analysis

Open-loop pitch analysisis performed in order to simplify the pitch analysis and confine the closed-loop pitch search to
a small number of lags around the open-loop estimated lags.

Open-loop pitch estimation is based on the weighted speech signal sw(n) which is obtained by filtering the input

speech signal through the weighting filter W(z) = A(d;/l)/ A(ﬂ;/z) .That is, in asubframe of size L, the
weighted speech is given by:

10 ] 10 )

su(n) =9n)+ > andn-i)- D ars,(n-i), n=0,...,L-1 (29)
i=1 i=1

12.2 kbit/s mode

Open-loop pitch analysisis performed twice per frame (each 10 ms) to find two estimates of the pitch lag in each frame.

Open-loop pitch analysisis performed as follows. In the first step, 3 maxima of the correlation:

79
O =D sw(Msy(n—k) (30)
n=0

are found in the three ranges:
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i=3 18,...,35
=2 36,...,71
=L 72,...143

The retained maxima Oti ,i=1,...,3, are normalized by dividing by 1IZ:nS\%,(n—ti ),i1=1,...,3, respectively. The

normalized maxima and corresponding delays are denoted by (Mi a " ), i=1...,3. Thewinner, Top , among the three

normalized correlationsis selected by favouring the delays with the values in the lower range. Thisis performed by
weighting the normalized correlations corresponding to the longer delays. The best open-loop delay Top is determined

as follows:

Top =4

M(Top) =M,

if My >0.85M(Typ )
M(Top) =M,
Top =1

end

if M3>0.85M (T |
M(Top) =M,
Top =13

end

This procedure of dividing the delay range into 3 clauses and favouring the lower clausesis used to avoid choosing
pitch multiples.

10.2 kbit/s mode

Open-loop pitch analysisis performed twice per frame (every 10 ms) to find two estimates of the pitch lag in each
frame.

The open-loop pitch analysisis performed as follows. First, the correlation of weighted speech is determined for each
pitch lag value d by:

79
Cld) = > s,(n)s,(n—d)w(d), d=20,..143, (31)
n=0

where w(d ) isaweighting function. The estimated pitch-lag is the delay that maximises the weighted correlation
function C(d) . The wel ghting emphasi ses lower pitch lag values reducing the likelihood of selecting a multiple of the
correct delay. The weighting function consists of two parts: alow pitch lag emphasis function, W, (d) , and a previous

frame lag neighbouring emphasis function, W, (d) :

w(d) = w; (d)w,(d). (32)
The low pitch lag emphasis function is a given by:
w; (d) = ow(d) (33)

where cw(d) is defined by atable in the fixed point computational description (ANSI-C code) in [4]. The previous
frame lag neighbouring emphasis function depends on the pitch lag of previous speech frames:
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wn(d)={°""(|T°'d ~d|+d), v>03, o
10, otherwise,

where d L =20, Told isthe median filtered pitch lag of 5 previous voiced speech half-frames, and V is an adaptive
parameter. If the frame i's classified as voiced by having the open-loop gain g > 0.4, the V-valueis set to 1.0 for the
next frame. Otherwise, the V-valueis updated by v = 0.9v . The open loop gain is given by:

79
Z_:OSW(I’])SW(I'I - dmax)
g="""7 (35)

where d 4 isthe pitch delay that maximizes C(d) . The median filter is updated only during voiced speech frames.
The weighting depends on the reliability of the old pitch lags. If previous frames have contained unvoiced speech or
silence, the weighting is attenuated through the parameter V.

7.95, 7.40, 6.70, 5.90 kbit/s modes
Open-loop pitch analysisis performed twice per frame (each 10 ms) to find two estimates of the pitch lag in each frame.

Open-loop pitch analysisis performed as follows. In the first step, 3 maxima of the correlation in equation (30) are
found in the three ranges:

i=3 20,...,39,
i=2  40,...,79,
i=1 80,...,143.

The retained maxima Oti ,i=1,...,3, are normalized by dividing by 1IZ:nS\%,(n—ti ),i=1,...,3, respectively. The

normalized maxima and corresponding delays are denoted by (Mi 8 ), i=1...,3. Thewinner, TOp , among the three

normalized correlations is selected by favouring the delays with the values in the lower range. Thisis performed by
weighting the normalized correlations corresponding to the longer delays. The best open-loop delay TOp is determined

asfollows:

Top =1t

M(Top) =M,

if M, >085M(Top )
M(Top) =M,
Top =12

end

if M3>0.85M (T |
M(Top) =M,
Top =13

end

This procedure of dividing the delay range into 3 clauses and favouring the lower clausesis used to avoid choosing
pitch multiples.

5.15, 4.75 kbit/s modes
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Open-loop pitch analysisis performed once per frame (each 20 ms) to find an estimate of the pitch lag in each frame.

Open-loop pitch analysisis performed as follows. In the first step, 3 maxima of the correlation in equation (30) are
found in the three ranges:

=3 20,...,39,
=2 40,...,79,
=1 79,...143.

The retained maxima Oti ,i=1,...,3, are normalized by dividing by 1IZ:nS\%,(n—ti), i=1,...,3, respectively. The

normalized maxima and corresponding delays are denoted by (Mi a " ), i=1...,3. Thewinner, Top , among the three

normalized correlationsis selected by favouring the delays with the values in the lower range. Thisis performed by
weighting the normalized correlations corresponding to the longer delays. The best open-loop delay Top is determined

asfollows:

Top =4

M(Top) =M,

if My >0.85M(Typ )
M(Top) =M
Top =1

end

if M3>0.85M (T |
M(Top) =M,
Top =13

end

This procedure of dividing the delay range into 3 clauses and favouring the lower clausesis used to avoid choosing
pitch multiples.

54 Impulse response computation (all modes)

Theimpulse response, h(n) , of the weighted synthesis filter H(2)W(2) = A(d}/l)/[ A( 2) A(ﬂ}/z )] is computed
each subframe. Thisimpulse response is heeded for the search of adaptive and fixed codebooks. The impulse response

h(n) is computed by filtering the vector of coefficients of the filter A(d }/1) extended by zeros through the two

filters 1/ A(z) and ]/A(ﬂ}/z).

5.5 Target signal computation (all modes)

The target signal for adaptive codebook search is usually computed by subtracting the zero input response of the

weighted synthesis filter H(2)W(2) = A(d;/l)/[A(z) A(d;/z)] from the weighted speech signal S,, (1) . Thisis
performed on a subframe basis.

An equivalent procedure for computing the target signal, which is used in the present document, is the filtering of the
LPresidual signal res; p(Nn) through the combination of synthesis filter ]/ A(z) and the weighting filter

A(ﬂ }/1) / A(ﬂ }/2) . After determining the excitation for the subframe, the initial states of these filters are updated by
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filtering the difference between the LP residual and excitation. The memory update of these filtersis explained in clause
5.9.

Theresidual signal res, p (n) which is needed for finding the target vector is also used in the adaptive codebook

search to extend the past excitation buffer. This simplifies the adaptive codebook search procedure for delays less than
the subframe size of 40 as will be explained in the next clause. The LP residua is given by:

10
res_p(n)=s(n)+>_ & s(n—i). (36)
i=1

5.6 Adaptive codebook

5.6.1  Adaptive codebook search

Adaptive codebook search is performed on a subframe basis. It consists of performing closed-loop pitch search, and
then computing the adaptive codevector by interpolating the past excitation at the selected fractional pitch lag.

The adaptive codebook parameters (or pitch parameters) are the delay and gain of the pitch filter. In the adaptive
codebook approach for implementing the pitch filter, the excitation is repeated for delays less than the subframe length.
In the search stage, the excitation is extended by the LP residual to simplify the closed-loop search.

12.2 kbit/s mode

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/6 in the range [17 3/6 94 3/6] and
integers only in the range [95, 143]. For the second and fourth subframes, a pitch resolution of 1/6 is always used in the
range [T1—5 3/6,T,+4 3/6] where Ty isnearest integer to the fractional pitch lag of the previous (1% or 3%)
subframe, bounded by 18...143.

Closed-loop pitch analysisis performed around the open-loop pitch estimates on a subframe basis. In the first (and
third) subframe the range TOp + 3, bounded by 18...143, is searched. For the other subframes, closed-loop pitch

analysisis performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is
encoded with 9 bitsin the first and third subframes and the relative delay of the other subframesis encoded with 6 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. Thisis achieved by maximizing the term:

RO
\/ZiiOYK(n)yk(n)

where X( n) isthe target signal and yk( n) isthe past filtered excitation at delay K (past excitation convolved with
h( n) ). Note that the search range is limited around the open-loop pitch as explained earlier.

R(k)

(37)

The convolution Y ( n) is computed for the first delay t,,;, in the searched range, and for the other delaysin the
searchrange K =t +1...,t 4 it isupdated using the recursive relation:

Yi(N) =y, _1(n=2) +u(=k)h(n), 1< n< 39 (38)

and Y, (0) = u(-k)h(0) , where u(n), n = —(143+11),...,39, is the excitation buffer. Note that in search stage,
the samplesu(n), n=0,...,39, are not known, and they are needed for pitch delays less than 40. To simplify the
search, the LP residual is copied to u(n) in order to make the relation in equation (38) valid for all delays.
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Once the optimum integer pitch delay is determined, the fractions from —3/6 to 3/6 with a step of 1/6 around that integer
aretested. The fractional pitch search is performed by interpolating the normalized correlation in equation (37) and
searching for its maximum. The interpolation is performed using an FIR filter b24 based on a Hamming windowed

X)/X function truncated at + 23 and padded with zeros at + 24 ( by, (24) = 0). Thefilter hasits cut-off frequency

(-3 dB) at 3 600 Hz in the over-sampled domain. The interpolated values of R( k) for the fractions—3/6 to 3/6 are
obtained using the interpolation formula:

:iR(k—i)bm(m -6)+23: R(k+1+i)by (6—t+i-6), t=0,...,5, (39)
i=0 i=0

where t=0,..., 5correspondsto the fractions 0, 1/6, 2/6, 3/6, -2/6, and —1/6, respectively. Note that it is necessary to
compute the correlation terms in equation (37) using arange tip, — 4, thax 4, to alow for the proper interpolation.

Once the fractional pitch lag is determined, the adaptive codebook vector v(n) is computed by interpolating the past
excitation signal u(N) at the given integer delay K and phase (fraction) t :

9 9
Z u(n—k—i)bgy (t+i-6)+ Z u(n—k+1+i)bgy (6—t+i-6), n=0,...,39, t=0,...,5. (40)

The interpolation filter beo is based on a Hamming windowed Si n( X) / X function truncated at = 59 and padded with
zeros at + 60 (g (60) = 0). Thefilter has a cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found by:

> x(n)y(n)

2 , boundedby 0<g, <12 (41)
2o YMY(n)

9, =

where y(n) = v(n)*h(n) isthe filtered adaptive codebook vector (zero state response of H(z)W(z) to v(n)).

The computed adaptive codebook gain is quantified using 4-bit non-uniform scalar quantization in the range [0.0,1.2].
7.95 kbit/s mode

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/3 in the range [191/3,84 2/3] and
integers only in the range [85, 143]. For the second and fourth subframes, a pitch resolution of 1/3 is aways used in the
range [T1 -102/3,T,+92/ 3] , where Ty is nearest integer to the fractional pitch lag of the previous (1% or 3')
subframe, bounded by 20...143.

Closed-loop pitch analysisis performed around the open-loop pitch estimates on a subframe basis. In the first (and
third) subframe the range Top + 3, bounded by 20...143, is searched. For the other subframes, closed-loop pitch
analysisis performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is
encoded with 8 bitsin the first and third subframes and the relative delay of the other subframes is encoded with 6 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. Thisis achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolution yk( ) is computed for thefirst delay i, in the searched range, and for the other delaysin the
searchrange K =t,;5 +1,.. tnax - it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolating the normalized correlation in equation (37) and
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searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook vector v(n) is
computed by interpolating the past excitation signal u(n) atthe given integer delay and phase (fraction). The
interpolation is performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the termin

equation (37) with the sinc truncated at + 11 and the other for interpolating the past excitation with the sinc truncated at
+ 29. Thefilters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found asin equation (41).

The computed adaptive codebook gain is quantified using 4-bit non-uniform scalar quantization as described in clause
5.8.

10.2, 7.40 kbit/s mode

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/3 in the range [19 1/3,842/ 3] and
integers only in the range [85, 143]. For the second and fourth subframes, a pitch resolution of 1/3 is aways used in the
range [T1 -52/3,T,+42/ 3] , where Ty is nearest integer to the fractional pitch lag of the previous (1% or 3')
subframe, bounded by 20...143.

Closed-loop pitch analysisis performed around the open-loop pitch estimates on a subframe basis. In the first (and
third) subframe the range Top + 3, bounded by 20...143, is searched. For the other subframes, closed-loop pitch
analysisis performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is
encoded with 8 bitsin the first and third subframes and the relative delay of the other subframes is encoded with 5 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. Thisis achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolution Y ( n) is computed for the first delay t,,i,, in the searched range, and for the other delaysin the
searchrange K = t,;5 +1... y P max » it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolating the normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook vector V( n) is
computed by interpolating the past excitation signal u(n) atthe given integer delay and phase (fraction). The
interpolation is performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the termin

equation (37) with the sinc truncated at £ 11 and the other for interpolating the past excitation with the sinc truncated at
+ 29. Thefilters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found asin equation (41).

The computed adaptive codebook gain (and the fixed codebook gain) is quantified using 7-bit non-uniform vector
guantization as described in clause 5.8.

6.70, 5.90 kbit/s modes

In the first and third subframes, a fractional pitch delay is used with resolutions: 1/3 in the range [19 1/3,842/ 3] and
integers only in the range [85, 143]. For the second and fourth subframes, integer pitch resolution is used in the range

[T1 -5T + 4] , where Tq isnearest integer to the fractional pitch lag of the previous (1% or 3'%) subframe, bounded
by 20...143. Additionally, afractional resolution of 1/3is used in the range [Tl -12/3,T, + 2/3] .

Closed-loop pitch analysisis performed around the open-loop pitch estimates on a subframe basis. In the first (and
third) subframe the range Top + 3, bounded by 20...143, is searched. For the other subframes, closed-loop pitch

analysisis performed around the integer pitch selected in the previous subframe, as described above. The pitch delay is
encoded with 8 bitsin the first and third subframes and the relative delay of the other subframes is encoded with 4 bits.
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The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. Thisis achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolution Y ( n) is computed for the first delay t,,i,, in the searched range, and for the other delaysin the
searchrange K = t,;5 +1... y P max » it is updated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
are tested. The fractional pitch search is performed by interpolating the normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook vector V( n) is
computed by interpolating the past excitation signal u(n) atthe given integer delay and phase (fraction). The
interpolation is performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the termin

equation (37) with the sinc truncated at £ 11 and the other for interpolating the past excitation with the sinc truncated at
+ 29. Thefilters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found asin equation (41).

The computed adaptive codebook gain (and the fixed codebook gain) is quantified using vector quantization as
described in clause 5.8.

5.15, 4.75 kbit/s modes

In the first subframe, afractional pitch delay is used with resolutions; 1/3 in the range [19 1/3,842/ 3] and integers
only in the range [85, 143]. For the second, third, and fourth subframes, integer pitch resolution is used in the range

[T1 -5T + 4] , where Ty isnearest integer to the fractional pitch lag of the previous subframe, bounded by 20...143.
Additionally, afractional resolution of 1/3 is used in the range [Tl -12/3,T, + 2/3] :

Closed-loop pitch analysisis performed around the open-loop pitch estimates on a subframe basis. In the first subframe

the range Top £ 5, bounded by 20...143, is searched. For the other subframes, closed-loop pitch analysisis performed
around the integer pitch selected in the previous subframe, as described above. The pitch delay is encoded with 8 bitsin
the first subframe and the relative delay of the other subframes is encoded with 4 bits.

The closed-loop pitch search is performed by minimizing the mean-square weighted error between the original and
synthesized speech. Thisis achieved by maximizing the term of equation (37). Note that the search range is limited
around the open-loop pitch as explained earlier.

The convolution Y ( n) is computed for the first delay t,,,i,, in the searched range, and for the other delaysin the
search range K = tmin T 1., tmax» it isupdated using the recursive relation of equation (38).

Once the optimum integer pitch delay is determined, the fractions from —2/3 to 2/3 with a step of 1/3 around that integer
aretested. The fractional pitch search is performed by interpolating the normalized correlation in equation (37) and

searching for its maximum. Once the fractional pitch lag is determined, the adaptive codebook vector v(n) is
computed by interpolating the past excitation signal u( n) at the given integer delay and phase (fraction). The
interpolation is performed using two FIR filters (Hamming windowed sinc functions); one for interpolating the termin

equation (37) with the sinc truncated at + 11 and the other for interpolating the past excitation with the sinc truncated at
+ 29. Thefilters have their cut-off frequency (-3 dB) at 3 600 Hz in the over-sampled domain.

The adaptive codebook gain is then found asin equation (41).
The computed adaptive codebook gain (and the fixed codebook gain) is quantified using vector quantization as
described in clause 5.8.

5.6.2  Adaptive codebook gain control (all modes)

The average adaptive codebook gain is calculated if the LSP_flag is set and the unquantized adaptive codebook gain
exceeds the gain threshold GP,,,= 0.95.
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The average gain is calculated from the present unquantized gain and the quantized gains of the seven previous
subframes. That is, GP .= mean{g »(N),§,(n-1,§,(n-2),....§,,(n— 7)} , where nisthe current subframe.

If the average adaptive codebook gain exceeds the GP,,,, the unquantized gain is limited to the threshold value and the
GpC_flag is set to indicate the limitation.

if (GP,.>GP,)
g,= GPy,
GpC_flag=1

else
GpC_flag=0

The GpC_flag is used in the gain quantization in clause 5.8.

5.7 Algebraic codebook

5.7.1  Algebraic codebook structure
The algebraic codebook structure is based on interleaved single-pulse permutation (ISPP) design.

12.2 kbhit/s mode

In this codebook, the innovation vector contains 10 non-zero pulses. All pulses can have the amplitudes+1 or -1. The
40 positions in a subframe are divided into 5 tracks, where each track contains two pulses, as shown in table 3.

Table 3: Potential positions of individual pulses in the algebraic codebook, 12.2 kbit/s.

Track Pulse Positions
1 i0, I5 0, 5, 10, 15, 20, 25, 30, 35
2 i1, i 1,6, 11, 16, 21, 26, 31, 36
3 i2,i7 2,7,12,17, 22, 27,32, 37
4 i3, i8 3, 8, 13, 18, 23, 28, 33, 38
5 i4, i9 4,9, 14, 19, 24, 29, 34, 39

Each two pulse positionsin one track are encoded with 6 bits (total of 30 bits, 3 bits for the position of every pulse), and
the sign of the first pulsein the track is encoded with 1 bit (total of 5 bits).

For two pulses |ocated in the same track, only one sign bit is needed. This sign bit indicates the sign of the first pulse.
The sign of the second pulse depends on its position relative to the first pulse. If the position of the second pulseis
smaller, then it has opposite sign, otherwise it has the same sign than in the first pulse.

All the 3-hit pulse positions are Gray coded in order to improve robustness against channel errors. This gives atotal of
35 bitsfor the algebraic code.

10.2 kbit/s mode

In this codebook, the innovation vector contains 8 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 4 tracks, where each track contains two pulses, as shown in table 4.

Table 4: Potential positions of individual pulses in the algebraic codebook, 10.2 kbit/s.

Track Pulse Positions
1 i0, 14 0, 4,8,12, 16, 20, 24, 28, 32, 36
2 i1, i5 1,5,9, 13,17, 21, 25, 29, 33, 37
3 i2, i 2, 6,10, 14, 18, 22, 26, 30, 34, 38
4 i3, 17 3,7,11, 15, 19, 23, 27, 31, 35, 39
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The pulses are grouped into 3, 3, and 2 pulses and their positions are encoded with 10, 10, and 7 bits, respectively (total
of 27 bits). The sign of the first pulsein each track is encoded with 1 bit (total of 4 bits).

For two pulses |ocated in the same track, only one sign bit is needed. This sign bit indicates the sign of the first pulse.
The sign of the second pulse depends on its position relative to the first pulse. If the position of the second pulseis
smaller, then it has opposite sign, otherwise it has the same sign than in the first pulse.

This gives atotal of 31 bits for the algebraic code.
7.95, 7.40 kbit/s modes

In this codebook, the innovation vector contains 4 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 4 tracks, where each track contains one pulse, as shown in table 5.

Table 5: Potential positions of individual pulses in the algebraic codebook, 7.95, 7.40 kbit/s.

Track Pulse Positions
1 i0 0, 5, 10, 15, 20, 25, 30, 35
2 i1 1,6, 11, 16, 21, 26, 31, 36
3 i2 2,7,12,17, 22,27, 32, 37
4 i3 3, 8, 13, 18, 23, 28, 33, 38,
4,9, 14,19, 24, 29, 34, 39

The pulse positions are encoded with 3, 3, 3, and 4 bits (total of 13 bits), and the sign of the each pulseis encoded with
1 bit (total of 4 bits). Thisgivesatotal of 17 bits for the algebraic code.

6.70 kbit/s mode

In this codebook, the innovation vector contains 3 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 3 tracks, where each track contains one pulse, as shown in table 6.

Table 6: Potential positions of individual pulses in the algebraic codebook, 6.70 kbit/s.

Track Pulse Positions
1 i0 0, 5, 10, 15, 20, 25, 30, 35
2 i1 1, 6,11, 16, 21, 26, 31, 36,
3, 8,13, 18, 23, 28, 33, 38
3 i2 2,7,12,17, 22, 27, 32, 37,
4,9, 14,19, 24, 29, 34, 39

The pulse positions are encoded with 3, 4, and 4 bits (total of 11 bits), and the sign of the each pulse is encoded with
1 bit (total of 3 bits). Thisgivesatotal of 14 bits for the algebraic code.

5.90 kbit/s mode

In this codebook, the innovation vector contains 2 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 2 tracks, where each track contains one pulse, as shownin table 7.

Table 7: Potential positions of individual pulses in the algebraic codebook, 5.90 kbit/s.

Track Pulse Positions
1 i0 1, 6, 11, 16, 21, 26, 31, 36,
, 8,13, 18, 23, 28, 33, 38
5, 10, 15, 20, 25, 30, 35,
1, 6, 11, 16, 21, 26, 31, 36,
1 7,22,27, 32, 37,
9, 24, 29, 34, 39

2 i1

4,9, 14,

The pulse positions are encoded with 4 and 5 bits (total of 9 bits), and the sign of the each pulseis encoded with 1 bit
(total of 2 bits). This givesatotal of 11 hitsfor the algebraic code.

5.15, 4.75 kbit/s modes
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In this codebook, the innovation vector contains 2 non-zero pulses. All pulses can have the amplitudes +1 or -1. The 40
positions in a subframe are divided into 5 tracks. Two subsets of 2 tracks each are used for each subframe with one
pulsein each track. Different subsets of tracks are used for each subframe. The pulse positions used in each subframe
are shown intable 8.

Table 8: Potential positions of individual pulses in the algebraic codebook, 5.15, 4.75 kbit/s.

Subframe | Subset Pulse Positions

1 i0 0, 5, 10, 15, 20, 25, 30, 35

1 i1 2,7,12,17, 22, 27, 32, 37
2 i0 1,6, 11, 16, 21, 26, 31, 36

i1 3,8,13,18, 23, 28, 33, 38

1 i0 0,5, 10, 15, 20, 25, 30, 35

2 i1 3,8, 13,18, 23, 28, 33, 38
2 i0 2,7,12,17, 22, 27, 32, 37

i1 4,9, 14,109, 24, 29, 34, 39

1 i0 0,5, 10, 15, 20, 25, 30, 35

3 i1 2,7,12,17, 22, 27, 32, 37
2 i0 1,6, 11, 16, 21, 26, 31, 36

i1 4,9, 14, 19, 24, 29, 34, 39

1 i0 0, 5, 10, 15, 20, 25, 30, 35

4 i1 3,8, 13,18, 23, 28, 33, 38
2 i0 1,6, 11, 16, 21, 26, 31, 36

i1 4,9, 14,109, 24, 29, 34, 39

One bit is needed to encoded the subset used. The two pulse positions are encoded with 3 bits each (total of 6 bits), and
the sign of the each pulse is encoded with 1 bit (total of 2 bits). This givesatotal of 9 bits for the algebraic code.

5.7.2  Algebraic codebook search

The algebraic codebook is searched by minimizing the mean square error between the weighted input speech and the
weighted synthesized speech. The target signal used in the closed-loop pitch search is updated by subtracting the
adaptive codebook contribution. That is:

Xp(n) = x(n)-@,y(n), n=0,...,39 (42)
where y( n) = V( n)* h( n) is the filtered adaptive codebook vector and § p isthe quantified adaptive codebook gain.
If Cy isthealgebraic codevector at index K, then the algebraic codebook is searched by maximizing the term:

2
(G _(d'e)
Epy  CkPcy

A=

(43)

where d = H tX2 isthe correlation between the target signal Xz(n) and the impul se response h( n), H isathe
lower triangular Toepliz convolution matrix with diagonal h(O) and lower diagonals h(l),. .. ,h(39) , and

® = H'H isthe matrix of correlations of h(n). The vector d (backward filtered target) and the matrix @ are
computed prior to the codebook search. The elements of the vector d are computed by

d(n):éf:xz(n)h(i -n), n=0,..,39, (44)
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and the elements of the symmetric matrix @ are computed by:
oli.j)= 2 h(n-i)h(n—j), (j=i). (45)

The algebraic structure of the codebooks allows for very fast search procedures since the innovation vector Cj contains
only afew nonzero pulses. The correlation in the numerator of Equation (43) is given by:

Np—l
C= D #d(m), (46)
i=0
where 1M} isthe position of the | th pulse, &J; isitsamplitude, and Np isthe number of pulses ( Np =10). The
energy in the denominator of equation (43) is given by:

Np—l Np—2 Np—l
Ep= D, s(m.m)+2 > > &2;4(m,m). (47)
i=0 i=0 j=i+1

To simplify the search procedure, the pulse amplitudes are preset by the mere quantization of an appropriate signal
b(n). Thisissi mply done by setting the amplitude of apulse at a certain position equal to the sign of b(n) at that
position. The simplification proceeds as follows (prior to the codebook search). First, the sign signal

S, (N)=sign[b(n)] and the signal d (n)=d(n)s,(n) are computed. Second, the matrix @ is modified by
including the sign information; that is, ¢ (i, )= Sy (1)s,(j)@(i,]) . The correlation in equation (46) is now given by:

Np—l
C= > d(m) 48)
i=0
and the energy in equation (47) is given by:
N,- N,—-2 N,-1
Z¢(m m)+23 3¢ (mm). (49)
i=0 i=0 j=i+l

12.2 kbit/s mode

In this case the signal b(n) , used for presetting the amplitudes, is a sum of the normalized d(n) vector and
normalized long-term prediction residual res p(N):

b(n) = reSure () d(”) n=0,...,39, (50)
\/Z, oresurp(i) resyrp(i) \/Z

is used. Having preset the pulse amplitudes, as explained above, the optimal pulse positions are determined using an
efficient non-exhaustive analysis-by-synthesis search technique. In this technique, the term in equation (43) istested for
asmall percentage of position combinations.

First, for each of the five tracks the pulse positions with maximum absolute values of b(n) are searched. From these
the global maximum value for all the pulse positionsis selected. Thefirst pulseio is aways set into the position
corresponding to the global maximum value.

Next, four iterations are carried out. During each iteration the position of pulsei; is set to the local maximum of one
track. The rest of the pulses are searched in pairs by sequentially searching each of the pulse pairs{iz,is}, {ia,is}, {iei7}
and {is,ig} in nested loops. Every pulse has 8 possible positions, i.e., there are four 8x8-loops, resulting in 256 different
combinations of pulse positions for each iteration.
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In each iteration all the 9 pulse starting positions are cyclically shifted, so that the pul se pairs are changed and the pulse
i1 isplaced in alocal maximum of a different track. The rest of the pulses are searched aso for the other positionsin the
tracks. At least one pulseislocated in a position corresponding to the global maximum and one pulseislocated in a
position corresponding to one of the 4 local maxima.

A special feature incorporated in the codebook is that the selected codevector is filtered through an adaptive pre-filter
F-(2) which enhances special spectral componentsin order to improve the synthesized speech quality. Here the filter
F:(2) =1/(1- Bz ") isused, where T isthe nearest integer pitch lag to the closed-loop fractional pitch lag of the

subframe, and [3 is the quantized pitch gain of the current subframe bounded by [0.0,1.0]. Note that prior to the

codebook search, the impul se response h( n) must include the pre-filter F (2) . Thatis, for valuesof T lessthan 40,

the impulse h(n) is modified according to

h(n) n=0,.T-1
h(n)= (50a)
h(n)+ An(n-T) n=T,..,39
The fixed codebook gain is then found by:
t
XnZ
Oe="f (5
ZZ

where X isthe target vector for fixed codebook search and 7 isthe fixed codebook vector convolved with h(n),
n

zZ(n)=Y ci)h(n-i), n=0,...,39. )
i=0

10.2 kbit/s mode

In this case the signal b(n) , used for presetting the amplitudes, is given by eg. (50). Having preset the pulse

amplitudes, as explained above, the optimal pul se positions are determined using an efficient non-exhaustive
analysis-by-synthesis search technique. In this technique, the term in equation (43) is tested for a small percentage of
position combinations.

A special feature incorporated in the codebook is that the selected codevector is filtered through an adaptive pre-filter
F- (2) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter
F.(2)=1/(1- BZ' ") isused, where T isthe nearest integer pitch lag to the closed-loop fractional pitch lag of the

subframe, and [3 is the quantized pitch gain of the previous subframe bounded by [0.0,0.8]. Note that prior to the

codebook search, the impulse response h(n) must include the pre-filter F-(2) . That iis, for values of T less than 40,

theimpulse h(n) is modified according to equation (50a).
The fixed codebook gain is then found by eguation (51).
7.95, 7.40 kbit/s modes

In this case the signal b(n) , used for presetting the amplitudes, is equal to the signal d(n) . Having preset the pulse
amplitudes, as explained above, the optimal pulse positions are determined using an efficient non-exhaustive
analysis-by-synthesis search technique. In this technique, the term in equation (43) istested for a small percentage of
position combinations.

A special feature incorporated in the codebook is that the selected codevector is filtered through an adaptive pre-filter
F-(2) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter

F:(2) =1/(1- Bz ") isused, where T isthe nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and [3 is the quantized pitch gain of the previous subframe bounded by [0.0,0.8]. Note that prior to the
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codebook search, the impulse response h(n) must include the pre-filter F-(2) . That is, for values of T less than 40,
theimpulse h(n) is modified according to equation (50a).

The fixed codebook gain is then found by eguation (51).
6.70 kbit/s mode

In this case the signal b(N) , used for presetting the amplitudes, is equal to the signal d(n) . Having preset the pulse
amplitudes, as explained above, the optimal pul se positions are determined using an efficient non-exhaustive
analysis-by-synthesis search technique. In this technique, the term in equation (43) is tested for a small percentage of
position combinations.

A special feature incorporated in the codebook is that the selected codevector is filtered through an adaptive pre-filter
F- (2) which enhances special spectral components in order to improve the synthesized speech quality. Here the filter
F.(2)=1/(1- BZ' ") isused, where T isthe nearest integer pitch lag to the closed-loop fractional pitch lag of the

subframe, and [3 is the quantized pitch gain of the previous subframe bounded by [0.0,0.8]. Note that prior to the

codebook search, the impulse response h(n) must include the pre-filter F-(2) . That iis, for values of T less than 40,

theimpulse h(n) is modified according to equation (50a).

The fixed codebook gain is then found by eguation (51).
5.90 kbit/s mode

In this case the signal b(N) , used for presetting the amplitudes, is equal to the signal d(n) . Having preset the pulse
amplitudes, as explained above, the optimal pulse positions are determined using an exhaustive analysis-by-synthesis
search technique.

A special feature incorporated in the codebook is that the selected codevector is filtered through an adaptive pre-filter
F: (2) which enhances special spectral componentsin order to improve the synthesized speech quality. Here the filter
F.(2)=1/(1- Bz’ ") isused, where T isthe nearest integer pitch lag to the closed-loop fractional pitch lag of the

subframe, and [3 is the quantized pitch gain of the previous subframe bounded by [0.0,0.8]. Note that prior to the

codebook search, the impul se response h( n) must include the pre-filter F (2) . That is, for values of T lessthan 40,

theimpulse h(n) is modified according to equation (50a).

The fixed codebook gain is then found by equation (51).

5.15, 4.75 kbit/s modes

In this case the signal b(N) , used for presetting the amplitudes, is equal to the signal d(n) . Having preset the pulse
amplitudes, as explained above, the optimal pulse positions are determined using an exhaustive analysis-by-synthesis
search technique. Note that both subsets are searched.

A special feature incorporated in the codebook is that the selected codevector is filtered through an adaptive pre-filter
F-(2) which enhances special spectral componentsin order to improve the synthesized speech quality. Here the filter

F.(2)=1/(1- Sz ) isused, where T isthe nearest integer pitch lag to the closed-loop fractional pitch lag of the
subframe, and [3 is the quantized pitch gain of the previous subframe for the 5.15 kbit/s mode and the previous odd
subframe for the 4.75 kbit/s mode bounded by [0.0,0.8]. Note that prior to the codebook search, the impul se response
h(n) must include the pre-filter F-(2) . That is, for valuesof T lessthan 40, the impulse h(n) is modified according
to equation (50a).

The fixed codebook gain is then found by eguation (51).
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5.8 Quantization of the adaptive and fixed codebook gains

5.8.1  Adaptive codebook gain limitation in quantization

If the GpC_flag is set, the limited adaptive codebook gain is used in the gain quantization in clause 5.8.2. The
quantization codebook search range is limited to only include adaptive codebook gain values lessthan GP,, . Thisis
performed in the quantization search for all modes.

5.8.2 Quantization of codebook gains

Prediction of the fixed codebook gain (all modes)

The fixed codebook gain quantization is performed using MA prediction with fixed coefficients. The 4" order MA
prediction is performed on the innovation energy as follows. Let E(n) be the mean-removed innovation energy (in
dB) at subframe N, and given by:

N-1 o
E(n) = 10Iog(%gf£c2(i)j -E, (53)
i=0

where N =40 isthe subframe size, dl) is the fixed codebook excitation, and E (in dB) is the mean of the innovation
energy. The predicted energy is given by:

4
E(n) =2 bRn-i), (54)
i=1

where [y b, b3 b ]=[0.68 058 0.34 019 are the MA prediction coefficients, and R(K) isthe quantified
prediction error at subframe K. The predicted energy is used to compute a predicted fixed-codebook gain g¢ asin

equation (53) (by substituting E(n) by E(n) and gc by 9%). Thisisdone as follows. First, the mean innovation
energy isfound by:

1 N-1
E, =10log| = Y ¢?(j) (55)
N ~
j=0
and then the predicted gain g/ isfound by:
g = 100.05( E(n)+E-E) . (56)
A correction factor between the gain g and the estimated one gé isgiven by:
Vgc = Oc/ 96 - (57)
Note that the prediction error is given by:
R(n)=E(n) - E(n)=20log(y 4). (58)
12.2 kbit/s mode

The correction factor Ygc is computed using a mean energy value, E = 36 dB. The correction factor Ygc is
guantified using a 5-bit codebook. The quantization table search is performed by minimizing the error:
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A~ ,\2
Eq = (gc - 7gcgc) - (59)
Once the optimum value ?gc is chosen, the quantified fixed codebook gainis givenby §. = }?gcgé.
10.2 kbit/s mode

The correction factor Yoc is computed using a mean energy value, E =33 dB.The adaptive codebook gain g D and

the correction factor Ygc are jointly vector quantized using a 7-bit codebook. The gain codebook search is performed
by minimizing equation (63).

7.95 kbit/s mode

The correction factor Yqc is computed using a mean energy value, E = 36 dB. The same scalar codebooks as for the

12.2 kbit/s mode is used for quantization of the adaptive codebook gain ¢, and the correction factor .. The search

of the codebooks starts with finding 3 candidates for the adaptive codebook gain. These candidates are the best
codebook value in scalar quantization and the two adjacent codebook values. These 3 candidates are searched together
with the correction factor codebook minimizing the term of equation (63).

An adaptor based on the coding gain in the adaptive codebook decidesif the coding gain islow. If thisisthe case, the
correction factor codebook is searched once more minimizing a modified criterion in order to find a new quantized
fixed codebook gain. The modified criterion is given by:

Enod = (1- ) ||C||2 '(gc - ?gc ) gé)z +0('(V Eres — V Eexc)2 (60)

where E, o and Eg . aretheenergy (the squared norm) of the LP residual and the total excitation, respectively. The
criterion is searched with the already quantized adaptive codebook gain and the correction factor 77gc that minimizes

(60) is selected. The balance factor ¢ decides the amount of energy matching in the modified criterion. This factor is
adaptively decided based on the coding gain in the adaptive codebook as computed by:

2
ag =10-log;g Hr%LPH (61)

5.
H“SLP - VH

If the coding gain &g islessthan 1 dB, the modified criterion is employed, except when an onset is detected. An onset
issaid to be detected if the fixed codebook gain in the current subframe is more than twice the val ue of the fixed
codebook gain in the previous subframe. A hangover of 8 subframesis used in the onset detection so that the modified
criterionis not used for the next 7 subframes either if an onset is detected. The balance factor ¢ is computed from the
median filtered adaptive coding gain. The current and the ag-values for the previous 4 subframes are median filtered to

get ag,, - The & -factor is computed by:

0 agy, > 2
a=105-(1-05-ag,,) O<agny<2. (62)
05 ag, <0

7.40 kbit/s mode

The correction factor y ac is computed using a mean energy value, E =30 dB.The adaptive codebook gain g P and
the correction factor y gc arejointly vector quantized using a 7-bit codebook. The gain codebook search is performed
by minimizing the square of the weighted error between original and reconstructed speech which is given by

E= Hx— 9pY - %4\ =x'X+0py'y +052'2— 29 X'y - 2gox' 2+ 29,9,y ' 2 (63)
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where X isthetarget vector, Yy isthe filtered adaptive codebook vector, and z is the filtered fixed codebook vector.
6.70 kbit/s mode

The correction factor ¥ is computed using a mean energy value, E = 28.75 dB. The adaptive codebook gain g D
and the correction factor Yqc are jointly vector quantized using a 7-bit codebook. The gain codebook search is
performed by minimizing equation (63).

5.90, 5.15 kbit/s modes

The correction factor Ygc is computed using a mean energy value, E =33 dB.The adaptive codebook gain g p and
the correction factor Ygc arejointly vector quantized using a 6-bit codebook. The gain codebook search is performed
by minimizing equation (63).

4.75 kbit/s mode

The correction factors are computed using a mean energy value, E = 33 dB. The adaptive codebook gains and the
correction factors are jointly vector quantized every 10 ms. Thisis done by minimizing a weighted sum of the error
criterion (63) for each of the two subframes. The default values on the weighing factors are 1. If the energy of the
second subframe is more than two times the energy of the first subframe, the weight of the first subframeis set to 2. If
the energy of the first subframe is more than four times the energy of the second subframe, the weight of the second
subframeis set to 2.

5.8.3 Update past quantized adaptive codebook gain buffer (all modes)

After the gain quantization, the buffer with past adaptive codebook gainsis updated, regardless of the value of the
GpC_flag. Thatis, § ,(n—i) =g (n-i+D, i=7,..1.

5.9 Memory update (all modes)

An update of the states of the synthesis and weighting filtersis needed in order to compute the target signal in the next
subframe.

After the two gains are quantified, the excitation signal, u( n) , in the present subframe is found by:
u(n) = §pv(n) + g.cln), n=0,...,39, (64)

where § p and (jc are the quantified adaptive and fixed codebook gains, respectively, V( n) the adaptive codebook

vector (interpolated past excitation), and C( n) isthe fixed codebook vector (algebraic code including pitch
sharpening). The states of the filters can be updated by filtering the signal res; p(n)—u(n) (difference between

residual and excitation) through the filters ZI/ A( ) and A(Z/ }/1) / A(Z/ }/2) for the 40-sample subframe and saving
the states of the filters. Thiswould require 3 filterings. A simpler approach which requires only one filtering is as
follows. The local synthesized speech, &(n) , is computed by filtering the excitation signal through 1/ A(2) . The
output of the filter due to the input res_ p(n)—u(n) isequivalent to &(n) = s(n) — §(n) . So the states of the
synthesis filter ZI/A(Z) aregivenby €n), n= 30,...,39. Updating the states of the filter &n) = (n) — §(n) can
be done by filtering the error signal e(n) through thisfilter to find the perceptually weighted error ew(n) . However,
the signal eW(n) can be equivalently found by:

ey(n) = x(n) - g,y(n) - §czn), (65)
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Sincethesignals X(n), y(n), and z(n) are available, the states of the weighting filter are updated by computing
eW(n) asin equation (65) for n=30,...,39. This savestwo filterings.
4.75 kbit/smode

The memory update in the first and third subframes use the unquantized gains in equation (64). After the second and
fourth subframes respectively, when the gains are quantized, the state i s recal culated using the quantized gains.

6 Functional description of the decoder

The function of the decoder consists of decoding the transmitted parameters (L P parameters, adaptive codebook vector,
adaptive codebook gain, fixed codebook vector, fixed codebook gain) and performing synthesis to obtain the
reconstructed speech. The reconstructed speech is then post-filtered and upscaled. The signa flow at the decoder is
shown in figure 4.

6.1 Decoding and speech synthesis

The decoding processis performed in the following order:

Decoding of L P filter parameters: The received indices of LSP quantization are used to reconstruct the quantified
L SP vectors. The interpolation described in clause 5.2.6 is performed to obtain 4 interpolated L SP vectors
(corresponding to 4 subframes). For each subframe, the interpolated L SP vector is converted to LP filter coefficient

domain &y, which is used for synthesizing the reconstructed speech in the subframe.

The following steps are repeated for each subframe;

1) Decoding of the adaptive codebook vector: The received pitch index (adaptive codebook index) is used to find
the integer and fractional parts of the pitch lag. The adaptive codebook vector v(n) isfound by interpolating the

past excitation U(n) (at the pitch delay) using the FIR filter described in clause 5.6.

2) Decoding of the innovative codebook vector: The received agebraic codebook index is used to extract the
positions and amplitudes (signs) of the excitation pulses and to find the algebraic codevector C( n) . If theinteger
part of the pitch lag, T, islessthan the subframe size 40, the pitch sharpening procedure is applied which trand ates
into modifying ¢(n) by c(n) =c(n)+ Adn—T), where B is the decoded pitch gain, @p . bounded by
[0.0,2.0] or [0.0,0.8], depending on mode.

3) Decoding of the adaptive and fixed codebook gains: In case of scalar quantization of the gains (12.2 kbit/s and
7.95 kbit/s modes) the received indices are used to readily find the quantified adaptive codebook gain, § D and
the quantified fixed codebook gain correction factor, }790, from the corresponding quantization tables. In case of
vector quantization of the gains (all other modes), the received index gives both the quantified adaptive codebook
gain, § p and the quantified fixed codebook gain correction factor, ;?gc . The estimated fixed codebook gain gé
isfound as described in clause 5.7. First, the predicted energy is found by:

4
E(n):Zq R(n—i) (66)
i=1
and then the mean innovation energy is found by:
1 N-1
E, =10log = Y c?(j)|. (67)
NS
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The predicted gain g, isfound by:
gl = 10008 E(n+E~E ) | (68)

The quantified fixed codebook gain is given by:

Oc = 7gc0¢- (69)

4) Smoothing of the fixed codebook gain (10.2, 6.70, 5.90, 5.15, 4.75 kbit/s modes): An adaptive smoothing of the
fixed codebook gain is performed to avoid unnatural fluctuations in the energy contour. The smoothing is based

on amessure of the stationarity of the short-term spectrum in the ¢ domain. The smoothing strength is computed
from this measure. An averaged (-value is computed for each frame N by:

q(n) =084-G(n—1) +016-G4(n). (70)

For each subframe M, a difference measure between the averaged vector and the quantized and interpolated vector is
computed by:

-G (n)
0 : (71)

(

where | runs over the 10 L SPs. Furthermore, a smoothing factor, km , iIscomputed by:

‘q(l)
diffrm = ZZ g
j m

K = min( Ky, max(0,diff , — Ky )) /K5, 72)
where the constants are set to K; = 0.4 and K, = 0.25. A hangover period of 40 subframes is used where the K, -

valueisset 1.0if the diff ;, has been above 0.65 for 10 consecutive frames. A value of 1.0 corresponds to no
smoothing. An averaged fixed codebook gain value is computed for each subframe by:

1 4
=5 Z Gc(m-—i) (73)
The fixed codebook gain used for synthesisis now replaced by a smoothed value given by:

0c = 0c-km+0c '(1_ km)- (74)
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5) Anti-sparseness processing (7.95, 6.70, 5.90, 5.15, 4.75 kbit/s modes): An adaptive anti-sparseness post-
processing procedure is applied to the fixed codebook vector c(n) in order to reduce perceptual artefacts arising
from the sparseness of the algebraic fixed codebook vectors with only a few non-zero samples per subframe. The
anti-sparseness processing consists of circular convolution of the fixed codebook vector with an impul se response.
Three pre-stored impulse responses are used and a number iMPNr = 0,1,2 is set to select one of them. A value
of 2 corresponds to no modification, a value of 1 corresponds to medium modification, while a value of 0
corresponds to strong modification. The selection of the impulse response is performed adaptively from the
adaptive and fixed codebook gains. The following procedure is employed:

if §,, < 06 then

impNr = 0;
eseif §, <09 then
impNr =1;
else
impNr = 2,

Detect onset by comparing the fixed codebook gain to the previous fixed codebook gain. If the current value is more
than twice the previous value an onset is detected.

If not onset and iMPNr = O, the median filtered value of the current and the previous 4 adaptive codebook gains are
computed. If this valueislessthan 0.6, IMpNr = 0.

If not onset, the IMPNIr -valueis restricted to increase by one step from the previous subframe.
If an onset is declared, the IMPNr -value isincreased by oneif it isless than 2.
6) Computing the reconstructed speech: The excitation at the input of the synthesisfilter is given by:
u(n) = @pvn) + .l n). (75)

Before the speech synthesis, a post-processing of excitation elementsis performed. This means that the total excitation
is modified by emphasizing the contribution of the adaptive codebook vector:

u(n)+0.2549 pv(n), @, > 0.5, 12.2kbit/smode
G(n)=< u(n)+0.543,v(n), g, >0.5,al other modes (76)
u(n) gp, <05

Adaptive gain control (AGC) is used to compensate for the gain difference between the non-emphasized excitation
u(n) and emphasized excitation ((N) The gain scaling factor 7 for the emphasized excitation is computed by:

(77)

a’(n) =d(n)n. (78)
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The reconstructed speech for the subframe of size 40 is given by:
&n)=0’(n)- > &48n-i), n=0,..,39. (79)

where a aretheinterpolated LP filter coefficients.

7) Additional instability protection: An additional instability protection is implemented in the speech decoder
which is monitoring overflows in the synthesisfilter. If an overflow has occurred in the synthesis part, the whole

v(n),n=—(143+11),...,39

adaptive codebook memory, is scaled down by a factor of 4, and the synthesis

filtering is repeated using this down-scaled memory. |.e. in this case step 6) is repeated, except that the post-
processing in (76) - (78) of the excitation signal is by-passed.

The synthesized speech §( n) is then passed through an adaptive postfilter which is described in the following clause.

6.2 Post-processing

6.2.1 Adaptive post-filtering (all modes)

The adaptive postfilter is the cascade of two filters: aformant postfilter, and atilt compensation filter. The postfilter is
updated every subframe of 5 ms.

The formant postfilter is given by:

H¢ (2) =M (80)

Ndn)

where A(Z) isthe received quantified (and interpolated) LP inverse filter (LP analysisis not performed at the
decoder), and the factors Y, and Y4 control the amount of the formant post-filtering.

Finally, thefilter H;(z) compensates for thetilt in the formant postfilter H ¢ (z) and is given by:

H(2)=1- iz (81)
where 1 = y,K{ isatilt factor, with K{ being the first reflection coefficient calculated on the truncated ( Ly, = 22)
impulse response, h; (n), of thefilter A(Z}/n)/A(ﬂj/d). k{ isgiven by:

fh (1) Ly—i-1

ki:m; (i) = jgohf(j)hf(j+i). (82)

The post-filtering process is performed as follows. First, the synthesized speech é( n) isinverse filtered through
Az/7,) toproducethe residudl signal £(n). Thesignal F(n) isfiltered by the synthesis filter 3/ A(z/y4 ) . Finally,

the signal at the output of the synthesis filter ]/A(Z/}/d) is passed to the tilt compensation filter Hy (Z) resulting in
the post-filtered speech signal §; (n) .

Adaptive gain control (AGC) is used to compensate for the gain difference between the synthesized speech signal é(n)
and the post-filtered signal §f (n) . The gain scaling factor ¥ o for the present subframe is computed by:
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(83)
The gain-scaled post-filtered signal §’(n) isgiven by:
§(n) = Bec(n)$; (n) (84)
where ,Bsc(n) is updated in sample-by-sample basis and given by:
Ba(n) =B (n-D+(1-)yg (85)
where O isa AGC factor with value of 0.9.
12.2, 10.2 kbit/s modes
The adaptive post-filtering factors are given by: Y, = 0.7, yq = 0.75 and
08, Kki>0,
"= { 0, otherwise.” (89)

7.95, 7.40, 6.70, 5.90, 5.15, 4.75 kbit/s modes

The adaptive post-filtering factors are given by: 7, = 055, 7, =0.7 and », = 08.

6.2.2 High-pass filtering and up-scaling (all modes)

The high-pass filter serves as a precaution against undesired low frequency components. A filter cut-off frequency of 60
Hz isused, and the filter is given by

0.939819335- 1879638672z " + 0.9398193352°
1-1933105469z " + 0.9359130852 *

H.,(2 = (87)

Up-scaling consists of multiplying the post-filtered speech by afactor of 2 to compensate for the down-scaling by 2
which is applied to the input signal.
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7 Detailed bit allocation of the adaptive multi-rate
codec

The detailed allocation of the bitsin the adaptive multi-rate speech encoder is shown for each mode in table 9a-9h.
These tables show the order of the bits produced by the speech encoder. Note that the most significant bit (MSB) of
each codec parameter is always sent first.

Table 9a: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 244 bits/20 ms, 12.2 kbit/s mode.

Bits (MSB-LSB) Description
sl-s7 index of 15t LSF submatrix
s8 - s15 index of 2" LSF submatrix
s16 - s23 index of 3" LSF submatrix
s24 sign of 3" LSF submatrix
s25 - 832 index of 4" LSF submatrix
s33 - s38 index of 51" LSF submatrix
subframe 1
s39 - s47 adaptive codebook index
s48 - s51 adaptive codebook gain
s52 sign information for 15t and 6™ pulses
s53 - s55 position of 1 pulse
s56 sign information for 2" and 7'" pulses
s57 - s59 position of 2" pulse
s60 sign information for 3" and 8™ pulses
s61 - s63 position of 3" pulse
s64 sign information for 4™ and 9™ pulses
S65 - s67 position of 4" pulse
s68 sign information for 5 and 10™ pulses
S69 - s71 position of 5" pulse
s72 -s74 position of 6" pulse
s75 - s77 position of 7" pulse
s78 - s80 position of 8" pulse
s81 - s83 position of 9" pulse
s84 - s86 position of 10" pulse
s87 -s91 fixed codebook gain
subframe 2
s92 - s97 adaptive codebook index (relative)
s98 - s141 same description as s48 - s91
subframe 3
s142 - s194 | same description as s39 - s91
subframe 4
5195 -s244 | same description as s92 - 5141
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Table 9b: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 204 bits/20 ms, 10.2 kbit/s mode.

Bits (MSB-LSB)

Description

sl —s8

index of 15t LSF subvector

s9 -s17

index of 2" LSF subvector

s18 — s26

index of 3 LSF subvector

subframe 1

s27 — s34

adaptive codebook index

s35

sign information for 15t and 5 pulses

s36

sign information for 2" and 6'" pulses

s37

sign information for 3" and 7™ pulses

s38

sign information for 4™ and 8" pulses

$39-s48

position for 15t, 2" and 5" pulses

s49-s58

position for 3, 6™ and 7" pulses

s59-s65

position for 4™ and 8™ pulses

s66 — s72

codebook gains

subframe 2

s73—s77

adaptive codebook index (relative)

s78 —s115

same description as s35 — s72

subframe 3

5116 —s161

same description as s27 — s72

subframe 4

5162 — s204

same description as s73 —s115

Table 9c: Source encoder output parameters in order of occurrence and bit allocation within the

speech frame of 159 bits/20 ms, 7.95 kbit/s mode.

Bits (MSB-LSB)

Description

sl -—s9

index of 15t LSF subvector

s10 - s18

index of 2" LSF subvector

s19 — s27

index of 3 LSF subvector

subframe 1

s28 — s35

adaptive codebook index

s36 — s39

position of 4" pulse

s40 — s42

position of 3" pulse

s43 — s45

position of 2" pulse

s46 — s48

position of 15t pulse

s49

sign information for 4™ pulse

s50

sign information for 3 pulse

s51

sign information for 2" pulse

sb2

sign information for 15t pulse

sb3 — s56

adaptive codebook gain

sb7 —s61

fixed codebook gain

subframe 2

s62 — s67

adaptive codebook index (relative)

s68 — s93

same description as s36 — s61

subframe 3

s94 — s127

same description as s28 — s61

subframe 4

s128 — s159

same description as s62 — s93
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Table 9d: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 148 bits/20 ms, 7.40 kbit/s mode.

Bits (MSB-LSB) Description
sl -s8 index of 1%t LSF subvector
s9 - s17 index of 2" LSF subvector
s18 — s26 index of 3" LSF subvector
subframe 1
s27 — s34 adaptive codebook index
s35 —s38 position of 4" pulse
$39 —s41 position of 3 pulse
s42 - s44 position of 2" pulse
s45 — s47 position of 15 pulse
s48 sign information for 4™ pulse
s49 sign information for 3 pulse
s50 sign information for 2ndd pulse
s51 sign information for 15t pulse
s52 — s58 codebook gains
subframe 2
s59 — s63 adaptive codebook index (relative)
s64 — s87 same description as s35 — s58
subframe 3
s88 —s119 | same description as s27 — s58
subframe 4
s120 — s148 | same description as s59 — s87

Table 9e: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 134 bits/20 ms, 6.70 kbit/s mode.

Bits (MSB-LSB) Description
sl —s8 index of 15t LSF subvector
s9 - s17 index of 2" LSF subvector
518 — 526 index of 3" LSF subvector
subframe 1
s27 — s34 adaptive codebook index
s35 —s38 position of 3" pulse
$39 —s42 position of 2" pulse
s43 —s45 position of 1 pulse
s46 sign information for 3 pulse
s47 sign information for 2" pulse
s48 sign information for 15t pulse
s49 — s55 codebook gains
subframe 2
s56 — s59 adaptive codebook index (relative)
s60 — s80 same description as s35 — s55
subframe 3
s81 — s109 | same description as s27 — s55
subframe 4
s110 —s134 | same description as s56 — s80
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Table 9f: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 118 bits/20 ms, 5.90 kbit/s mode.

Bits (MSB-LSB)

Description

sl —s8

index of 15t LSF subvector

s9 -s17

index of 2" LSF subvector

s18 — s26

index of 3 LSF subvector

subframe 1

s27 — s34

adaptive codebook index

s35 —s39

position of 2" pulse

s40 — s43

position of 15! pulse

s44

sign information for 2" pulse

s45

sign information for 15t pulse

s46 — s51

codebook gains

subframe 2

sb2 — s55

adaptive codebook index (relative)

s56 — s72

same description as s35 — s51

subframe 3

s73 —s97

same description as s27 — s51

subframe 4

s98 —s118

same description as s52 — s72

Table 99: Source encoder output parameters in order of occurrence and bit allocation within the

speech frame of 103 bits/20 ms, 5.15 kbit/s mode.

Bits (MSB-LSB)

Description

sl —s8

index of 15t LSF subvector

s9 -s16

index of 2" LSF subvector

s17 —s23

index of 3 LSF subvector

subframe 1

s24 —s31

adaptive codebook index

s32

position subset

s33 —-s35

position of 2" pulse

s36 — s38

position of 15t pulse

s39

sign information for 2" pulse

s40

sign information for 15t pulse

s41 — s46

codebook gains

subframe 2

s47 — s50

adaptive codebook index (relative)

sb1 — s65

same description as s32 — s46

subframe 3

s66 — s84

same description as s47 — s65

subframe 4

s85 —s103

same description as s47 — s65
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Table 9h: Source encoder output parameters in order of occurrence and bit allocation within the
speech frame of 95 bits/20 ms, 4.75 kbit/s mode.

Bits (MSB-LSB) Description
sl -s8 index of 1%t LSF subvector
s9 -s16 index of 2" LSF subvector
s17 —s23 index of 3" LSF subvector
subframe 1
s24 —s31 adaptive codebook index
s32 position subset
s33 —s35 position of 2" pulse
$36 — s38 position of 1 pulse
s39 sign information for 2" pulse
s40 sign information for 15t pulse
s41 — s48 codebook gains
subframe 2
s49 — s52 adaptive codebook index (relative)
s53 —s61 same description as s32 — s40
subframe 3
s62 - s65 same description as s49 — s52
s66 — s82 same description as s32— s48
subframe 4
s83 —s95 | same description as s49 — s61
8 Homing sequences

8.1 Functional description

The adaptive multi-rate speech codec is described in a bit-exact arithmetic to allow for easy type approval aswell as
general testing purposes of the adaptive multi-rate speech codec.

The response of the codec to a predefined input sequence can only be foreseen if the internal state variables of the codec
arein apredefined state at the beginning of the experiment. Therefore, the codec has to be put in a so called home state
before a bit-exact test can be performed. Thisis usually done by areset (a procedure in which the internal state
variables of the codec are set to their defined initial values). The codec mode of the speech encoder and speech decoder
shall be set to the tested codec mode by external means at reset.

To alow areset of the codec in remote locations, special homing frames have been defined for the encoder and the
decoder, thus enabling a codec homing by inband signalling.

The codec homing procedure is defined in such away, that in either direction (encoder or decoder) the homing
functions are called after processing the homing frame that is input. The output corresponding to the first homing frame
is therefore dependent on the used codec mode and the codec state when receiving that frame and hence usually not
known. The response of the encoder to any further homing frame is by definition the corresponding decoder homing
frame for the used codec mode. The response of the decoder to any further homing frame is by definition the encoder
homing frame. This procedure allows homing of both, the encoder and decoder from either side, if aloop back
configuration isimplemented, taking proper framing into account.
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8.2 Definitions

Encoder homing frame: The encoder homing frame consists of 160 identical samples, each 13 bits long, with the least
significant bit set to "one" and all other bits set to "zero". When written to 16-bit words with left justification, the
samples have a value of 0008 hex. The speech decoder has to produce this frame as a response to the second and any
further decoder homing frame if at least two decoder homing frames were input to the decoder consecutively. The
encoder homing frame isidentical for all codec modes.

Decoder homing frame: There exist eight different decoder homing frames, which correspond to the eight AMR codec
modes. Using one of these codec modes, the corresponding decoder homing frame is the natural response of the speech
encoder to the second and any further encoder homing frame if at least two encoder homing frames were input to the
encoder consecutively. In[4], for each decoder homing frame the parameter values are given.

8.3 Encoder homing

Whenever the adaptive multi-rate speech encoder receives at its input an encoder homing frame exactly aligned with its
internal speech frame segmentation, the following events take place:

Step 1: The speech encoder performs its normal operation including VAD and SCR and producesin
accordance with the used codec mode a speech parameter frame at its output which isin general
unknown. But if the speech encoder wasin its home state at the beginning of that frame, then the
resulting speech parameter frame isidentical to that decoder homing frame, which corresponds to
the used codec mode (thisisthe way how the decoder homing frames were constructed).

Step 2: After successful termination of that operation the speech encoder provokes the homing functions
for al sub-modulesincluding VAD and SCR and sets all state variables into their home state. On
the reception of the next input frame, the speech encoder will start from its home state.

NOTE: Applying a sequence of N encoder homing frames will cause at least N-1 decoder homing frames at the
output of the speech encoder.

8.4 Decoder homing

Whenever the speech decoder receives at its input a decoder homing frame, which corresponds to the used codec mode,
then the following events take place:

Step 1: The speech decoder performs its normal operation and produces a speech frame at its output which
isin general unknown. But if the speech decoder wasin its home state at the beginning of that
frame, then the resulting speech frame is replaced by the encoder homing frame. This would not
naturally be the case but is forced by this definition here.

Step 2 After successful termination of that operation the speech decoder provokes the homing functions
for all sub-modules including the comfort noise generator and sets all state variables into their
home state. On the reception of the next input frame, the speech decoder will start from its home
State.

NOTE 1. Applying a sequence of N decoder homing frames will cause at least N-1 encoder homing frames at the
output of the speech decoder.

NOTE 2: By definition () the first frame of each decoder test sequence must differ from the decoder homing frame
at least in one bit position within the parameters for LPC and first subframe. Therefore, if the decoder is
in its home state, it is sufficient to check only these parameters to detect a subsequent decoder homing
frame. This definition is made to support a delay-optimized implementation in the TRAU uplink
direction.
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Figure 2: Simplified block diagram of the CELP synthesis model
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