ETSITS 128 105 vi18.7.0 2025-03)

& >3

TECHNICAL SPECIFICATION

5G;
Management and orchestration;
Artificial Intelligence/ Machine Learning (Al/ML) management
(3GPP TS 28.105 version 18.7.0 Release 18)

=~

& ADVANCED

)

A GLOBAL INITIATIVE



3GPP TS 28.105 version 18.7.0 Release 18 1 ETSI TS 128 105 V18.7.0 (2025-03)

Reference
RTS/TSGS-0528105vi70

Keywords
5G

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - APE 7112B
Association & but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° w061004871

Important notice

The present document can be downloaded from the
ETSI Search & Browse Standards application.

The present document may be made available in electronic versions and/or in print. The content of any electronic and/or
print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any
existing or perceived difference in contents between such versions and/or in print, the prevailing version of an ETSI
deliverable is the one made publicly available in PDF format on ETSI deliver repository.

Users should be aware that the present document may be revised or have its status changed,
this information is available in the Milestones listing.

If you find errors in the present document, please send your comments to
the relevant service listed under Committee Support Staff.

If you find a security vulnerability in the present document, please report it through our
Coordinated Vulnerability Disclosure (CVD) program.

Notice of disclaimer & limitation of liability

The information provided in the present deliverable is directed solely to professionals who have the appropriate degree of
experience to understand and interpret its content in accordance with generally accepted engineering or
other professional standard and applicable regulations.
No recommendation as to products and services or vendors is made or should be implied.

No representation or warranty is made that this deliverable is technically accurate or sufficient or conforms to any law
and/or governmental rule and/or regulation and further, no representation or warranty is made of merchantability or fithess
for any particular purpose or against infringement of intellectual property rights.

In no event shall ETSI be held liable for loss of profits or any other incidental or consequential damages.

Any software contained in this deliverable is provided "AS IS" with no warranties, express or implied, including but not
limited to, the warranties of merchantability, fithess for a particular purpose and non-infringement of intellectual property
rights and ETSI shall not be held liable in any event for any damages whatsoever (including, without limitation, damages

for loss of profits, business interruption, loss of information, or any other pecuniary loss) arising out of or related to the use
of or inability to use the software.

Copyright Notification

No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and
microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

© ETSI 2025.
All rights reserved.

ETSI


https://www.etsi.org/standards-search
http://www.etsi.org/deliver
https://portal.etsi.org/Services/editHelp/Standards-development/Tracking-a-draft/Status-codes
https://portal.etsi.org/People/Commitee-Support-Staff
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

3GPP TS 28.105 version 18.7.0 Release 18 2 ETSI TS 128 105 V18.7.0 (2025-03)

Intellectual Property Rights

Essential patents

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations
pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-member s, and can be
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETSI IPR online database.

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
including I PR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not
referenced in ETSI SR 000 314 (or the updates on the ETS| Web server) which are, or may be, or may become,
essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™, LTE™ and 5G™ logo are trademarks of ETSI registered for the benefit of its Members and of the
3GPP Organizational Partners. oneM 2M ™ |ogo is atrademark of ETSI registered for the benefit of its Members and of
the oneM2M Partners. GSM® and the GSM logo are trademarks registered and owned by the GSM Association.

Legal Notice

This Technical Specification (TS) has been produced by ETSI 3rd Generation Partnership Project (3GPP).

The present document may refer to technical specifications or reports using their 3GPP identities. These shall be
interpreted as being references to the corresponding ETSI deliverables.

The cross reference between 3GPP and ETSI identities can be found at 3GPP to ETSI numbering cross-referencing.

Modal verbs terminology

In the present document "shall", "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and
"cannot" areto beinterpreted as described in clause 3.2 of the ETS| Drafting Rules (Verba forms for the expression of
provisions).

"must” and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.

ETSI


https://ipr.etsi.org/
https://webapp.etsi.org/key/queryform.asp
https://portal.etsi.org/Services/editHelp!/Howtostart/ETSIDraftingRules.aspx

3GPP TS 28.105 version 18.7.0 Release 18 3 ETSI TS 128 105 V18.7.0 (2025-03)

Contents
INtellectual Property RIGNES.... ..ot b e e e en e ns 2
LB INOLICE ... bbbt et h bt b b nE e b e b e e et bt e bt Rt e s e e e e e e eb e n e e ns 2
AV TeTo = L= g oY = 01T 070] oo | OSSPSR 2
1= 11 o TSRS 9
1 o0 o< TSP PSP 11
2 REFEIBINCES .....cceeeeee ettt b bbb e b et e e et Re e bt e be e bt st et et et e e e e nenre b ee 11
3 Definitions of terms, symbols and abbreviations............cccciieiiiecce e 12
31 1= 10 PP TSP PRSP 12
3.2 Y 1210 OSSR 13
3.3 ADDIEVIBLIONS ...ttt et h e bt e e e se bt sh e b e e heeae e s e e ne e b e sR e eh e e Re e b e b e eb e beeheene e e nre e 13
4 CONCEPLS BNU OVEINVIEW ...ttt sttt b bbb e et aeeh e e b e e bt e b e nb e s e e e s nn e enenb e nenne e 13
41 L0 < o= SSRR 13
4a  Al/ML management functionality and service framework .........ccoeveieeie e ceese e 14
4a.0 Y gTe o = B T =03V = 14
4a.l Functionality and service framework for ML model training ..........ccoveeieiee e s 15
4a.2 AI/ML functionalities management scenarios (relation with managed AlI/ML features).........cccceveeeveervennne 16
5 Y o 18
6 Al/ML management use Cases and rEQUITEMENLS...........cceeieieeeeieseeieesreeee e s eesaesreeaesresreessesneeneesseens 18
6.1 ML model lifecycle management CapabilitiES..........ccviiiiiiiieie e 18
6.2 LYoo OSSPSR 19
6.2a A Ao o TSP 19
6.2b Y 0o o L= I = 1 o USSR 19
6.2b.1 1S o o) RS 19
6.2b.2 USE CASES. ...ttt st etesteete et et e besh e bt s bt eh e e st e e e e e eh e eb e eheeh £ e aeea e e e e AE £ b e SR e eh £ e aE e R R e R e ARt AReeReeh e e Re e R e e e e R e nbeeReebe e e ennennens 20
6.2b.2.1 ML model training requested DY CONSUMES ........couciiirieiiereeiete et ebe e ebe e ebe e neenen 20
6.2b.2.2 ML model training initiated DY PrOOUCES ........cciiiiieerieieieriereete et eb e 20
6.2b.2.3 oo L= IS = oo o S PRSUSN 21
6.2b.2.4 Managing ML model traiNiNg PrOCESSES. ......c.uiirieuerterieierteseetete et see e b seeseebeseeseebesbeseebesaeseebeseeneenens 21
6.2b.2.5 Handling errorsin data and ML dECISIONS .........coeieiiiriiireieerie sttt 21
6.2b.2.6 ML MOEl JOINE TrAINING .....eeeueeteieeeetereeeet ettt b e s b e bt bese bt sb e see e eb e b e e b e sbeneenea 22
6.2b.2.7 ML model validation performance rePOrtiNg ..........cveceeeeereeseeseee e e e e sreeseees 22
6.2b.2.8 Training data effeCtiVENESS FEPOIMING .......iicveeieieeeee et e e e eae e eereeeesneeenes 23
6.2b.2.9 Performance management for ML mModel traiNing ..........ccooveieeieeienie e 23
6.2b.2.9.1 (@Y OSSR 23
6.2b.2.9.2 Performance indicator selection for MLMOdel training.........c.ccovvevveeeieeeneeseee e 23
6.2b.2.9.3 ML model performance indicators query and selection for ML model training...........ccccceveeeveeenee. 23
6.2b.2.9.4 MnS consumer policy-based selection of ML model performance indicators for ML model

L= 1111 1o TR PSP S PSRV USSP 24
6.2b.3 Requirements for ML mMOTE! TraINING ........eoveerierieiniereee ettt 24
6.2c ML MOTE! TESING ...ttt ettt bbb bbbt bbb e et e b et nb e et 26
6.2c.1 (D= 'wi ] o Lo o ISR USSP TSRV U 26
6.2c.2 USE CBISES.....eeuteeurieureesee st e te et et s e s e s bt e sh e e et et e ae e e he e eh e e R e e R e e s R e e e R e ARe e AR e e A RE e AR e SR e e Rn e eRR e e R e e nR e e R e e Re e Re e neenenaneenes 27
6.2c.2.1 Consumer-requested ML MOl tESHING .....vcveieeiieiie e sraesreenrees 27
6.2c.2.2 Producer-initiated ML mOdel tESHING .....cccvveiieiieiiciesees ettt e e sreesnees 27
6.2c.2.3 Joint testing of MUItIPI@ ML MOEIS........oceieieeeee e 27
6.2c.2.4 Performance management for ML mMOdEl tESHING........cceiverieieeieie e 27
6.2c.24.1 OVEIVIBW ...ttt ettt ettt s et e s bt s b e e st b e £ e st b e e st b e b e st b e b et e Rt s be e e st e benteneebesbeneene 27
6.2c.2.4.2 Performance indicator selection for ML model tEStNG .......ccoveeririeeririereeeseeeee s 27
6.2c.2.4.3 ML model performance indicators query and selection for ML model testing .........ccocveeevereeenne. 28
6.2c.24.4 MnS consumer policy-based selection of ML model performance indicators for ML model

14 1] oo OSSO U PRTR PP 28
6.2¢c.3 Requirements for ML mMOCE] TESHING .....c.coeririiiieeiite et 28

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 4 ETSI TS 128 105 V18.7.0 (2025-03)

6.3 F N Y T = = g o= U = o o P 29
6.3.1 (D= 'w ] o] Lo o FHO SO P PSPPSR PSR 29
6.3.2 S CBSES. ...ttt ettt et e ettt ekt e ettt ekt e ettt e bt e ettt e st e ea b et e s e e S a b e e 2R e e ea R et e Re e ea R e e SR e e eaEe e e R R e e eRR e e eRE e e aRreeeneennreeenreennrs 29
6.3.2.1 Al/ML iNfErenCe @MUIALION. .........eeeeeee ettt sttt se et esaeseesbesaeene e e eneees 29
6.3.3 Reguirements for Managing AI/ML inference @mMuUIation............cooeereireneneneneese e 29
6.4 Y gTo e U= e U= eV 1 1= o | 29
6.4.1 I oo = I =T [ o S 29
6.4.1.1 (01 1 (o) o S 29
6.4.1.2 USE CBISES ...ttt et et ettt e bttt et st s e s he e s he e bt e st e s et e a et e R e e eR e e e R e e R e e R e e e e e e e eRe e e Re e Rt e Rt e neenneennenneenneenneen 30
6.4.1.2.1 Consumer requested ML model 10a0iNg..........ccviiiieiee i ens 30
6.4.1.2.2 Control of producer-initiated ML model 108diNg ..........covirieirinieiriee e 30
6.4.1.2.3 ML MOJE! FEGISITAIION. ....ccveeeiiiteieeeet ettt ettt b bbb bbbt b b nbenn e 30
6.4.1.3 Requirements for ML model [080ING .........coeiiiiiiiireereeeereete e 30
6.5 F N Y T = =g To 31
6.5.1 Al/ML inference performance ManagEMENT...........ccceririeeririeeree sttt sb e re e 31
6.51.1 (D= S'ei g ol o] o [N TSP P TSP P PP PSTPPTOTSRURPTRN 31
6.5.1.2 USE CBISES ...ttt et et ettt s bttt e et st she e s he e bt e st e as e e a et e h e e eR e e e R e e R e e R e e e e e e e SRe e eRe e Rt e Rt n e e nn e e nnenneenneennean 31
6.5.1.2.1 AI/ML inference performance eValUation .............ccvecvrieiieiee s 31
6.5.1.2.2 Al/ML performance measurements selection based on MnS consumer poliCy........cccocvveevceerueenee. 32
6.5.1.3 Requirements for AI/ML inference performance Mmanagement...........ccoovveereeneeseeneeseeseeseeseeseeesenns 32
6.5.2 F N ALY T F= (=X ol 11 (o USSR 32
6.5.2.1 (91 1 (o) o S 32
6.5.2.2 0L X oo TP UROPRPOPRPRTRRIN 33
6.5.22.1 Availability of new capabilities Of ML MOTEIS .......ccooririiiiieee e 33
6.5.2.2.2 Triggering ML mOdel UPAALE ..ot bbb 33
6.5.2.3 Requirements for AIML UPAate CONEIOL ..........oiuiieiiiiiecrieree ettt 33
6.5.3 AI/ML inference capabilitieS MaNAgEMENT ........c.oiiriiiiere bbb 34
6.53.1 (D= S'ei g ol o] o [N TSP P TSP P PP PSTPPTOTSRURPTRN 34
6.5.3.2 USE CBISES ...ttt et et ettt e bttt et st s e s he e s he e bt e st e s et e a et e R e e eR e e e R e e R e e R e e e e e e e eRe e e Re e Rt e Rt e neenneennenneenneenneen 34
6.5.3.2.1 Identifying capabilities of ML MOEIS .......ccocveiieicece s 34
6.5.3.2.2 Mapping of the capabilities of ML MOUEIS..........cooueiieieieee e 35
6.5.3.3 Requirements for Al/ML inference capabilities management ...........cccovceevveceeieeneese e 35
6.5.4 Al/ML inference capability configuration Management.............cccveereeiieeseese e 35
6.54.1 (D= S'ei g ol o] o [N TSP P TSP P PP PSTPPTOTSRURPTRN 35
6.54.2 U S CBSES ...ttt ettt ettt et e e st e st e e et e skt e e a st e sa b e e e as e e oa b e a2 as et £ab e e e aRe e ea b e e eaRe e e b et e Re e e Re e ene e e beeeanneeaneeennneeaa 35
6.54.2.1 Managing NG-RAN Al/ML-based distributed Network Energy Saving .........cccccveveereneeeneneenes 35
6.5.4.2.2 Managing NG-RAN Al/ML-based distributed Mobility Optimization............c.cccceoneenincinennne, 36
6.5.4.2.3 Managing NG-RAN Al/ML-based distributed Load BalanCing............coeeeeererenerineeenineeneneenes 36
6.5.4.3 Requirements for AI/ML inference Management..........coccereeeereeeerienesieseneere e sesre s sesse e sesseseeneesens 36
6.5.5 E N L L 1 1= =g Tor = o T (] Y SR 37
6.5.5.1 (01 1 (o) o SR 37
6.5.5.2 USE CBISES ...ttt et ettt ettt e e s he e e he e bt e st e s st e a et eh e e eR e e R e e R e e R e e e e e e e eRe e e Re e Rt e Rt e r e enn e e nnenneenneenreen 37
6.5.5.2.1 AI/ML Inference History - tracking inferences and CONEXt..........ccovvecivececiesieseese e 37
6.5.5.3 Requirements for AI/ML INferenCe HiStOrY .......ccveiv et 37
7 Information model definitions for AI/ML mManagement..........ccoovieerrieerenieeeesn e see e 38
7.1 Imported and associated iNfOrmMation ENLITIES. ..........uiiiiireire e 38
711 Imported information entities and |0Cal Ta0EIS...........coi i 38
7.1.2 Associated information entities and 10Cal 1aDEIS..........ccoiiriiiieee e 38
7.2 LYoo OSSPSR 38
7.2a Common information model definitionsfor AI/ML mManagement ...........coceevveveeieiceesee e e eee e seeeneeas 38
7.2a.l L0 =SS o 1o =TSP 38
7.2al1.l LS 0] 5 1TSS 38
7.2al1.2 FNNEITEANCE. .. ...ttt ettt e b e bbbt e e e e e b sb e e b e s Rt eb e e ae et e b e neeebeeneeb e e e e e s 39
7.2a2 ClaSS AEFINITTIONS.......eeieteie ettt h et b e et bbbt e e e nbese e eb e s bt ebe e e e b e besbeebesneene e s ennes 39
7.2a21 Y71V o Yo Y SR 39
7.2a2.1.1 (D= 1] oo o ISP OO PP PSSR 39
7.2a2.1.2 ALITTDULES .. ..ottt sttt st e et e s e e st et e se e st ebese e e et e s be e ebenaeneenenbeneeneas 40
7.2a2.1.3 ATLTDULE CONSLIAINTS ...ttt bbbt a et e e sr et saeebe e e enee e 40
7.2a2.14 [N [o U o= (o]0 L OO TP PR USRS 40
7.2a.2.2 /Y, o To [ I =T oo =Y I Ao 1 YRS 40
7.2a22.1 (D= 1] oo o ISP OO PP PSSR 40

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 5 ETSI TS 128 105 V18.7.0 (2025-03)

7.2a2.2.2 ATITTDULES ...ttt ettt e et e et e e be e st e e eae e st e e easeesabesenseesabesesesebeeenseeesseeeaseeeses 40
7.2a.2.2.3 ATITTDULE CONSIIAIMES ... ivvecetee ettt ettt e et s e e et e e sbeeeebeeesbeeesbesesbeeesseseabeeeesessnbeseaseeesseeenseeenes 40
7.2a2.2.4 [N Lo 1] o= 1 o] O RORR 40
7.2a2.3 M_Model COOr di NALT ONGE OUP .eoviiiieiieiieeeie ettt st sbe e 40
7.2a.2.3.1 [ L 1 0T 1o IO TSSOSO 40
7.2a.2.3.2 ATITTDULES ...ttt ettt e et e et e e te e st e e ese e st e e easeesabeesnseesabesssesebeeenseeessseenseeeses 41
7.2a.2.3.3 ATITTDULE CONSIIAIMES ... ivvecetee ettt ettt e et s e e et e e sbeeeebeeesbeeesbesesbeeesseseabeeeesessnbeseaseeesseeenseeenes 41
7.2a.2.3.4 [N Lo 1] o= 1 o] OO PRR 41
7.3 Vo Lo TSRO 41
7.3a Information model definitions for AI/ML operational Phases...........cceereerereinineeeneeese s 41
7.3a.l Information model definitions for ML model traiNinNg .........ccceevevieice e s 41
7.3al1.l (O =SS0 1o = S SS 41
7.3a1.1.1 L e I 0] 1 T 41
7.3a.11.2 10l gTC 7= (0= PSR USPRTR 42
7.3a.1.2 ClasS AEfINITIONS.......ccciie e s e s be e st e e st e e sb e e sabeesaaeesabeesaaeesbeeeaseeesseeensneesareensneesns 42
7.3a1.2.1 Y = VI o VI o Yo | o Yo o T I 42
7.3a12.11 (DL T 0L Ko o [P 42
7.3a1.2.1.2 ATETDULES ...ttt sttt et et et e e b e et e e b e et e e st e saeesaeesheesbeesbeensesnbeenresabesstesaeesreesrnns 43
7.3a.1.2.1.3 ATTTDULE CONSLIAINES. ... eeiitieiiee ettt st e s be e st e e s ate e sreesateesabeesabeesabeesateesnseesaneean 43
7.3a.1.2.1.4 [N Tol ) o= Lo g1 SRR OPRR 43
7.3a1.2.2 I VI VI Yo T = o LU= 43
7.3a1.2.2.1 (DL 11 2o o 1RO 43
7.3a1.2.2.2 ATETIDULES ...ttt ettt e e b e et e e b e et e et e sabesaeesbeesbeesbeensssnbeensesabesatesaeesreesanns 44
7.3a.1.2.2.3 ATTTDULE CONSLIAINES. ... eeiiieeciee ittt st e st e e st e e s abe e sareesateesabeesaseesateesabeesnseesnneean 44
7.3a.1.2.24 [N Lol ) o= Lo 1TSS UOPRRR 44
7.3a.1.2.3 Y VI o VI Yo ] = oo ] S 44
7.3a1.2.3.1 (DL 11 2o o 1RO 44
7.3a.1.2.3.2 YN LT o101 =T 45
7.3a.1.2.3.3 ATTTDULE CONSLIAINES. ... eeeiiieciee ettt sre e sabe e st e e s ate e sreesateesabeesabeesateesareesseesnneean 45
7.3a.1.2.34 [N Lol vk o= Lo 1TSS OPRR 45
7.3a.1.2.4 Y VI oI Yo | o o == 45
7.3a1.24.1 [ L= 11 oo o 1RO 45
7.3a1.2.4.2 YN LT o101 =T 46
7.3a.1.2.4.3 ATTTDULE CONSLIAINES.....eeiiiiectee ettt st e e e st e e s ate e sareesateesnbeesabeesateesaseesnseesnneean 46
7.3a.1.2.4.4 [N Lol vk o= Lo 1TSS OPRR 46
7.3a.2 Information model definitions for AI/ML inference emulation..............cccceeiiieiiieecie et 50
7.3a.2.1 (O =SS o 1o = o U 50
7.3a2.1.1 L e 0] 1 T 50
7.3a.2.1.2 10l gTC 7= (o= PRSP 50
7.3a.2.2 ClasS EfINITIONS.......eeceieieeeeee ettt e e e et e e e e et eeeteesabeeeaseesabeseaseesabeessseesbeseaseeesseeenseeessreeasenesns 51
7.3a2.2.1 Al MLl nferenceEmul at i ONFUNCT i ON c.oecovviiceece ettt 51
7.3a.22.11 (DL T 0L o] o [ SRR 51
7.3a2.2.1.2 ATETIDULES ...ttt ste ettt e e e e et e e b e et e e st e saeesaeesbeesbeesbeensesnbeenbeeabesatesaeesreesrens 51
7.3a.2.2.1.3 ATTTDULE CONSLIAINES. ... .eiivieciee ettt st e s be e st e e s abe e sreesateesabeesabeesabeesaseesnseesnneean 51
7.3a.2.2.1.4 [N Tol vk o= Lo 1TSS OPRRR 51
7.3a.3 Information model definitions for ML model deployment ...........ccceireineienneseeeee e 51
7.3a3.1 LG F Y0 T | = o DO OO OT T ORO TP 51
7.3a3.1.1 REBLIONSNIPS ...ttt bbbt b bbb bbbt et b et b e 51
7.3a.3.1.2 18l 0TS =1 (oL SRR 52
7.3a.3.2 ClasS EfINITIONS.......eeciie ittt e e e et e s e et e e ete e sabeeeaseesabeseaseesabeessseesbeseaseeesseeenseeessreeasenesns 52
7.3a.3.2.1 Y/ IV, o To [ I o = U LI Yo ] =0 [ L= 52
7.3a3.2.1.1 (DL 11 2o o 1RO 52
7.3a.3.2.1.2 YN L1 o101 =T 52
7.3a.3.2.1.3 ATTTDULE CONSIIAINES. ....veiievieceee ettt ettt et e e et e e et e e eate s snteeeaseesabeesaseesabeeenseesressnseean 52
7.3a3.2.1.4 [N Lol ) o= o 1TSS 52
7.3a3.2.2 MLMOdEl LOAdi NPOI I CY ettt st s be e 53
7.3a.3.2.2.1 (DL 11 2o o 1RO 53
7.3a.3.2.2.2 YN L1 o101 =R 53
7.3a.3.2.2.3 ATTTDULE CONSLIAINES. ....veiivieeeee ettt ettt ete e et e e et e e eate s steesateesnteesasessabessnsessseesnreean 53
7.3a.3.2.2.4 [N Lol ) o= o 1TSS 53
7.3a3.2.3 MLMOAE] LOAAT NPT OCESS vttt sttt st s eb e e 53

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 6 ETSI TS 128 105 V18.7.0 (2025-03)

7.3a.3.2.3.1 (DL 11 0L o [ 53
7.3a.3.2.3.2 YN L1 o101 =R 54
7.3a.3.2.3.3 ATITTDULE CONSIIAINES. ....veeivvieeeee ettt ettt ettt ete e et e e et e e eate s steesateesnteesaseesabessnseesseesnreean 54
7.3a.3.2.34 [N Tol ) o= o 1TSS 54
7.3a4 Information model definitions fOr ML iNfEIENCE........ceeiuieeeecee ettt e 54
7.3a4.1 (O =SS o 1o = TS 54
7.3a4.1.1 L e I 0] 1 T 54
7.3a.4.1.2 1l 0TC 7= (o= PRSPPSO 56
7.3a.4.2 ClasS AEfINITIONS.......ccciii et s e st sre e st e e sase e sabeesaaeesabeesaaeesaeeeaseeesseeenseeesareensneesns 56
7.3a4.2.1 /I o To k= U= U o o o T 56
7.3a4.2.1.1 (DL T 0L o [ SRR 56
7.3a4.2.1.2 ATETDULES ...ttt et et et e e b e et e e b e et e et e sabesaeesheesbeesbeensssnbeenresabesstesaeesreesrens 56
7.3a.4.2.1.3 ATTTDULE CONSLIAINES. ... oeiiiieiiee ettt e e be e st e e s ate e sre e sabeesabeesabeesabeesareesnbeesnneean 57
7.3a.4.2.1.4 [N Lol ) o= Lo 1TSS UOPRRR 57
7.3a.4.2.2 /I o T F= U= = o LU L= 57
7.3a4.2.2.1 (DL 11 a1 o 1R 57
7.3a4.2.2.2 ATETDULES ...ttt ettt et e e e e b e et e e b e et e et e saeesaeesbeesbeesbeensssnseenbesabesnsesaeesreesrens 57
7.3a.4.2.2.3 ATTTDULE CONSLIAINES. ... eeeiiieciee ettt sre e sabe e st e e s ate e sreesateesabeesabeesateesareesseesnneean 58
7.3a.4.2.2.4 [N Tol vk o= Lo 1TSS OPRR 58
7.3a.4.2.3 I o T F= U= o o == 58
7.3a4.2.3.1 (DL 11 o Lo o 1RO 58
7.3a.4.2.3.2 YN LT o101 =R 58
7.3a.4.2.3.3 ATTTDULE CONSLIAINES. ... eeiiiieciee ittt st sbe e st e e s ate e steesateesabeesabeesabeesareesnseesnneean 59
7.3a.4.2.34 [N Tol vk o= Lo 1TSS OPRR 59
7.3a.4.2.4 /I o T F= U= =T o o ] S 59
7.3a4.24.1 (DL 11 2o o 1RO 59
7.3a.4.2.4.2 YN LT o101 =R 59
7.3a.4.2.4.3 ATITTDULE CONSIIAINES. ....veiivvieceee ettt ere et ete e eate e et e e eate s steeeaseesnteesaseesaressnseesseesnrenan 60
7.3a.4.2.4.4 [N Tol ) o= Lo 1TSS OPRRR 60
7.3a.4.2.5 Y Y I o) =T =Y o [od =Y VT oo o o RSO S 60
7.3a4.25.1 (DL 11 2o o 1RO 60
7.3a.4.25.2 YN LT o101 = 60
7.3a.4.25.3 ATITTDULE CONSIIAINES. ....veeivvieeeee ettt ettt ettt ete e et e e et e e eate s steesateesnteesaseesabessnseesseesnreean 60
7.3a.4.25.4 [N Tol vk o= Lo 1TSS OPRRR 60
7.32.4.2.6 F Y o =T =T o =Y =T o Lo i A 61
7.3a4.2.6.1 (DL 11 2o o 1RO 61
7.3a.4.2.6.2 YN L1 o101 =R 61
7.3a.4.2.6.3 ATTTDULE CONSIIAIMNES. ....veeivvieceee ettt ettt et e et e et e e et e e eate e steesaseesnteesaseesabeesnseesseesnrenan 61
7.3a4.2.6.4 [N Lol ) o= o 1TSS 61
74 Dz = RN 0 <0 (=TT 0] P 61
74.1 Model Perf or mBNCe <<Aat @TYPES > ..t sae e sneene s 61
74.1.1 [ L 11 2o o [T ORRR 61
74.1.2 F N L1 o101 =R 61
7.4.1.3 ATITTDULE CONSLIAIMNES. ..o iveeitie et et ete e et e et e e st e e et e e e st e s saseesateessseeesseessseesseeesseeessseessseesseessnseesnres 62
74.1.4 [N Lo ] Ko7 1 o] TR 62
7.4.2 AV o 1o IR 62
74.3 IVLCONT EXT  SKAAL BTY PSS ittt ettt b e bbbt b e bbb 62
7431 [ L 1 0T (o) o [PPSR OPRRt 62
7432 ATETIDULES. ...ttt ettt ettt e e st e st e e s beeeteeaseeaeeebeeebe e beeabeeabesatesaeesbeenbesnsesanesaeesaeesreenseenseans 62
7.4.3.3 ATITTDULE CONSLIAINES. .. eecvieiiie ettt e et e st e e e e e st e e sab e e sabeesaeeesabeesaseesateesaeeesseeesaseesnbeesnseesares 62
7434 [N Lo ] Ko7 1 o] TR 62
74.4 SupportedPerflndi cat or <<AAt ATYPE>> ..ot 62
7441 [ L 1 0T o) o [PPSR OPRRt 62
7442 ATETIDULES. ...ttt ettt ettt e e st e s be e s beeebeeaseeaeeebeeebe e beeabeeabesasesaeesbeenbesnsesanesaeesaeesseenseensenns 63
7443 ATTTDULE CONSLIAINES. .. eecvieiiee ettt et e e st e e e b e e st e e sas e e sabeesaseesabeesaseesabeesseeesseeesaseesneeesnseesars 63
7444 [N Lo ] o= 1 o] 1T USSP 63
745 Avai | MLCapabi | i tyReport <<dat aTyPe>> ... e 63
7451 [ L 1 0T o) o [PPSR OPRRRt 63
7452 ATETIDULES. ...ttt ettt ettt e e st e s be e s beeebeeaseeaeeebeeebe e beeabeeabesasesaeesbeenbesnsesanesaeesaeesseenseensenns 63
7.45.3 ATITTDULE CONSLIAINES. ...eecvieiiie ettt ettt et e e sbe e e e e st e e st e e sabeesateesabeesaseesaseesseeesseeesnseessreesnseesares 64
7454 [N Lo ] o= 1 o] 1TSSt 64

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 7 ETSI TS 128 105 V18.7.0 (2025-03)

7.4.6 Al MLManagenent Pol i CY <<t ATYPE>> .. et e 64
7.4.6.1 [ 1< 11 1 o ) TR 64
7.4.6.2 F AN £ 0= 64
7.4.6.3 F AN L o0 (w0 4 = 1 L £ 64
7.4.6.4 Lo (0= (o] R 64
747 ManagedAct i vat i ONSCOPE <KCIOI COS> .o 64
74.7.1 [ 1< 11 1 o ) TR 64
7.4.7.2 F AN £ o U< 64
74.73 F AN L o0 (w0 0 (= 1 L £ 65
74.74 L0 (0= (o] R 65
7.4.8. MLCapabi [ i tyl Nf O <KAAt ATYPESD oo 65
7.4.8.1. (7= 11 1o ) R 65
7.4.8.2 F AN £ U< 65
7.4.8.3 F AN L o0 (w0 0 (= 1 L £ 65
7.4.84 Lo (0= (o] RN 65
7.4.9 I nferenceQut put <<t @TYPESS .ot e e teeaesneas 65
7.49.1 [ 1< 11 1 o ) TR 65
7.4.9.2 F AN £ o U< 65
7.4.9.3 F AN L o0 (w00 (= 1 L £ 66
7494 Lo (0= (o] R 66
7.4.10 Al VLI Nf er eNCENAITE KKCNOI COSD it e e e s s e e s e e abeeeeanes 66
7.4.10.1 (D 7= {111 (Lo ) IR 66
7.4.10.2 F N L] o1 1S 66
7.4.10.3 YN L] o101 (=Y 0] 1 = 1 | 66
7.4.10.4 [ Lo () 0= (o) RN 66
7.4a L1010 0= = 0 1 67
7.4al NgRanl nf er enceType <<ENUMEIALiON>> .........ccovieiieeieeiee s et e e te e e ae e sreesreesneenneeneeenes 67
75 ATTTTDULE EFINITIONS ..ottt ettt e et e e et e s s e e e e e s sabe e e s e baeesssseessesbeessasbaeessnsssessassnessabenessnes 67
751 F N o TU L= ol 0] 1= = USSR 67
7.5.2 (0] 01 (7= 11 1 £= 79
7.6 (@roTannglo 011 {Te= o] 79
76.1 Configuration NOLIFICALIONS.........eiieiie ettt e e e s e sreesaeeaeeaeeeseeeseesseesseenseesenneeenes 79
8 SEIVICE COMPONENTS.......eetitieiesieeeeeteseeeeestesseeseesseeeesseaseeseaseesesseessesseeseensesseensessesnsessesseensesseensensenseenes 80
8.0 (©15101< =) IR 80
8.1 Lifecycle management operations for AI/ML management MNS..........coooiieinineienineeseeese s 80
9 S o T L0 g IS = A (S5 S 81
Annex A (informative): PlantUML source codefor NRM classdiagrams...........ccccecvveeveiieseeniennens 82
YN R 1< 0 1< - | ISR 82
A.2 PlantUML codefor Figure 7.3a.1.1.1-1: NRM fragment for ML model training...........cccoceeererenernens 82
A.3 PlantUML code for Figure 7.3a.1.1.2-1: Inheritance Hierarchy for ML model training related
IV 83
A4 PlantUML code for Figure 7.2a.1.2-1: Inheritance Hierarchy for common information models for
AT/ML MBNBGEIMENT ...ttt sttt s e bbb s e s e e e e e sees e ebeebeebese et e e e e e e ebeneeaneneennenes 84
A5 PlantUML code for Figure 7.2a.1.1-1: Relationships for common information models for Al/ML
TS0 T 11 o | SR 84
A.6 PlantUML codefor Figure 7.3a.1.1.1-2: NRM fragment for ML model testing .........cccccveenerinencrnens 84
A.7 PlantUML code for Figure 7.3a.1.1.2-2: Inheritance Hierarchy for ML model testing related
IV R 85
A.8 PlantUML codefor Figure 7.3a.4.1.1-1: NRM fragment for ML update..............cooerineneneieinieninnne 85
A.9 PlantUML code for Figure 7.3a.4.1.2-1: Inheritance Hierarchy for ML update related NRMs............. 86
A.10 PlantUML code for Figure 7.3a.3.1.1-1: NRM fragment for ML model loading...........ccccoevvevenveenene. 86

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 8 ETSI TS 128 105 V18.7.0 (2025-03)

A.11 PlantUML code for Figure 7.3a.3.1.2-1: Inheritance Hierarchy for ML model loading related

INRIMIS ..ttt bbb s b e s b bR R e e b e e b8 h e e h R a e R e R e bRt R et b e b e n 87
A.12 PlantUML code for Figure 7.3a4.1.1-2: NRM fragment for AI/ML inference function.............cc.c...... 87
A.13 PlantUML code for Figure 7.3a.4.1.2-2: Inheritance Hierarchy for AI/ML inference function............ 88
A.14 PlantUML code for Figure 7.3a.2.1.1-1: NRM fragment for AI/ML inference emulation Contral....... 88
A.15 PlantUML code for Figure 7.3a.2.1.2-1: AI/ML inference emulation Inheritance Relations................ 89
Annex B (normative): OpenAPI definition of the AI/ML NRM ........oooiiiiiiieece e 20
BLL  GENEIA ...ttt bR R R R R e e e e Rt Rt R R e e e e e nenneene e 90
B.2  SOIUtioN Set (SS) AEfiNITIONS.......ccveeiiieiieieres et e e nneenenre s 20
B.2.1 OpenAPI document "TS28105_AIMINIMLYAMI" ..o e 20
Annex C (informative): ChangE NISLONY ..o 91
11 (TSR P TR PT PR PRPRPRTRORN 94

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 9 ETSI TS 128 105 V18.7.0 (2025-03)

Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall indicates a mandatory requirement to do something
shall not indicates an interdiction (prohibition) to do something

The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in
Technical Reports.

The constructions "must” and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided
insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced,
non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a
referenced document.

should indicates a recommendation to do something
should not indicates a recommendation not to do something
may indicates permission to do something

need not indicates permission not to do something

The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions
"might not" or "shall not" are used instead, depending upon the meaning intended.

can indicates that something is possible
cannot indicates that something isimpossible
The constructions "can" and "cannot” are not substitutes for "may" and "need not".

will indicates that something is certain or expected to happen as aresult of action taken by an agency
the behaviour of which is outside the scope of the present document

will not indicates that something is certain or expected not to happen as aresult of action taken by an
agency the behaviour of which is outside the scope of the present document

might indicates a likelihood that something will happen as aresult of action taken by some agency the
behaviour of which is outside the scope of the present document
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might not indicates a likelihood that something will not happen as a result of action taken by some agency
the behaviour of which is outside the scope of the present document
In addition:
is (or any other verb in the indicative mood) indicates a statement of fact
isnot (or any other negative verb in the indicative mood) indicates a statement of fact

The constructions"is" and "is not" do not indicate requirements.
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1 Scope

The present document specifies the Artificial Intelligence / Machine Learning (Al/ML) management capabilities and
services for 5GS where AI/ML is used, including management and orchestration (e.g., MDA, see 3GPP TS 28.104 [2])
and 5G networks (e.g. NWDAF, see 3GPP TS 23.288 [3]) and NG-RAN (see TS 38.300 [16] and TS 38.401 [17]).

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For aspecific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies. In the case of areference to a 3GPP document (including
aGSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.

2] 3GPP TS 28.104: "Management and orchestration; Management Data Analytics'.

[3] 3GPP TS 23.288: " Architecture enhancements for 5G System (5GS) to support network data
analytics services'.

[4] 3GPP TS 28.552: "Management and orchestration; 5G performance measurements’.

[5] 3GPP TS 32.425: "Telecommunication management; Performance Management (PM);
Performance measurements Evolved Universal Terrestrial Radio Access Network (E-UTRAN)".

[6] 3GPP TS 28.554: "Management and orchestration; 5G end to end Key Performance Indicators
(KPI)".

[7] 3GPP TS 32.422: "Telecommunication management; Subscriber and equipment trace; Trace
control and configuration management".

[8] Void

[9] 3GPP TS 28.405: " Telecommunication management; Quality of Experience (QoE) measurement
collection; Control and configuration”.

[10] Void

[11] 3GPP TS 28.532: "Management and orchestration; Generic management services'.

[12] 3GPP TS 28.622: " Telecommunication management; Generic Network Resource Model (NRM)
Integration Reference Point (IRP); Information Service (19)".

[13] 3GPP TS 32.156: "Telecommunication management; Fixed Mobile Convergence (FMC) Model
repertoire”.

[14] 3GPP TS 32.160: "Management and orchestration; Management service template”.

[15] 3GPP TS 28.533: "Management and orchestration; Architecture framework".

[16] 3GPP TS 38.300: "NR; NR and NG-RAN Overall description; Stage-2".

[17] 3GPP TS 38.401: "NG-RAN; Architecture description”.

[18] 3GPP TS 28.541: " Management and orchestration; 5G Network Resource Model (NRM); Stage 2
and stage 3".
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[19] 3GPP TS 28.623: "Telecommunication management; Generic Network Resource Model (NRM)
Integration Reference Point (IRP); Solution Set (SS) definitions'.
[20] 3GPP TS 29.520: "5G System; Network Data Analytics Services; Stage 3".
3 Definitions of terms, symbols and abbreviations
3.1 Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term
defined in the present document takes precedence over the definition of the sameterm, if any, in 3GPP TR 21.905 [1].

ML model: a manageable representation of an ML model agorithm.

NOTE 1: an ML model algorithm is a mathematical agorithm through which running a set of input data can
generate a set of inference output.

NOTE 2: ML model algorithm is proprietary and not in scope for standardization and therefore not treated in this
specification.

NOTE 3: ML model may include metadata. Metadata may include e.g. information related to the trained model, and
applicable runtime context.

ML mode training: a process performed by an ML training function to take training data, run it through an ML model
algorithm, derive the associated loss and adjust the parameterization of that ML model iteratively based on the
computed loss and generate the trained ML model.

ML mode initial training: aprocess of training an initial version of an ML model.
ML model re-training: aprocess of training a previoudly trained version of an ML model and generate a new version.

NOTE 4: anew version of atrained ML model supports the same type of inference as the previous version of the
ML model, i.e., the data type of inference input and data type of inference output remain unchanged
between the two versions of the ML model, but parameter values might be different for the re-trained
model.

ML model joint training: aprocess of training a group of ML models.
ML training function: alogical function with ML model training capabilities.

ML model testing: a process of eval uating the performance of an ML model using testing data different from data used
for model training and validation.

ML mode joint testing: a process of evaluating the performance of a group of ML models using testing data different
from data used for model training and validation.

ML testing function: alogical function with ML model testing capabilities.

Al/ML inference: aprocess of running a set of input data through atrained ML model to produce set of output data,
such as predictions.

NOTE 5: the inference represents the process to realize the Al capabilities by utilizing atrained ML model and
other Al enablers if needed, hence the AI/ML prefix is used when referring to inference as compared to
training and testing.

Al/ML inference function: alogical function that employs trained ML model(s) to conduct inference.

Al/ML inference emulation: running the inference process to evaluate the performance of an ML model in an
emulation environment before deploying it into the target environment.

ML model deployment: aprocess of making atrained ML model available for usein the target environment.
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ML model loading: a process of making atrained ML model available to an inference function.
Al/ML activation: a process of enabling the inference capability of an AI/ML inference function.

Al/ML deactivation: a process of disabling the inference capability of an Al/ML inference function.

3.2 Symbols

Void.

3.3 Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and TS 28.533 [15]. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
TR 21.905[1] and TS 28.533[15].

Al Artificial Intelligence

ML Machine Learning
4 Concepts and overview
4.1 Overview

The Al/ML techniques and relevant applications are being increasingly adopted by the wider industries and proved to
be successful. These are now being applied to telecommunication industry including mobile networks.

Although AI/ML techniquesin general are quite mature nowadays, some of the relevant aspects of the technology are
still evolving while new complementary techniques are frequently emerging.

The AI/ML techniques can be generally characterized from different perspectivesincluding the followings:
- Learning methods

The learning methods include supervised learning, semi-supervised learning, unsupervised learning and reinforcement
learning. Each learning method fits one or more specific category of inference (e.g. prediction), and requires specific
type of training data. A brief comparison of these learning methods is provided in table 4.1-1.

Table 4.1-1: Comparison of Learning methods

Supervised Semi-supervised Unsupervised Reinforcement
learning learning learning learning
Category of inference |Regression Regression Association, Reward-based
(numeric), (numeric), Clustering behaviour
classification classification
Type of training data |Labelled data (Note) |Labelled data Unlabelled data Not pre-defined
(Note), and
unlabelled data
NOTE: The labelled data refers to a set of training and testing data that have been assigned with one or more
labels in order to add context and meaning.

- Learning complexity:
- Asper the learning complexity, there are Machine Learning (i.e. basic learning) and Deep Learning.
- Learning ar chitecture

- Based on the topology and location where the learning tasks take place, the AI/ML can be categorized to
centralized learning, distributed learning and federated learning.

- Learning continuity

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 14 ETSI TS 128 105 V18.7.0 (2025-03)

- From learning continuity perspective, the AlI/ML can be offline learning or continua learning.

Artificial Intelligence/Machine Learning (Al/ML) capabilities are used in various domains in 5GS, including
management and orchestration (e.g. MDA, see 3GPP TS 28.104 [2]) and 5G networks (e.g. NWDAF, see 3GPP
TS23.288[3)).

The AlI/ML inference function in the 5GS uses the ML mode! for inference.

Each AI/ML technique, depending on the adopted specific characteristics as mentioned above, may be suitable for
supporting certain type/category of use case(s) in 5GS.

To enable and facilitate the AI/ML capabilities with the suitable AI/ML techniquesin 5GS, the ML model and AI/ML
inference function need to be managed.

The present document specifies the generic AI/ML management related capabilities and services without specifically
taking any of the above-mentioned learning methods into consideration. The Al/ML management capabilities which
include the followings.

- ML model training.

- ML model testing.

- Al/ML inference emulation.
- ML model deployment.

- Al/ML inference.

da Al/ML management functionality and service
framework

4a.0 ML model lifecycle

AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN, and management system), the generic AlI/ML
operational workflow shown in Figure 4a.0-1, highlights the main steps of an ML model lifecycle.

Al/ML
ML _mpdel ¢ 3 ML m_odel N REEnEs 3 ML model 3 ) Al/ML
training testing e deployment inference

1

— > Sequence of flow

Figure 4a.0-1: ML model lifecycle

The ML model lifecycle includes training, testing, emulation, deployment, and inference. These steps are briefly
described below:

- ML modeél training: training, including initial training and re-training, of an ML model or agroup of ML models. It
also includes validation of the ML model to evaluate the performance when the ML model performs on the training
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data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable),
the ML model needsto be re-trained.

- ML model testing: testing of avalidated ML model to evaluate the performance of the trained ML model when it
performs on testing data. If the testing result meets the expectations, the ML model may proceed to the next step If
the testing result does not meet the expectations, the ML model needs to be re-trained.

- AI/ML inference emulation: running an ML model for inference in an emulation environment. The purpose isto
evaluate the inference performance of the ML model in the emulation environment prior to applying it to the target
network or system. If the emulation result does not meet the expectation (e.g., inference performance does not meet
the target, or the ML model negatively impacts the performance of other existing functionalities) the ML model
needs to be re-trained.

NOTE: TheAl/ML inference emulation is considered optional and can be skipped in the ML model lifecycle.

- ML model deployment: ML model deployment includesthe ML model loading process (ak.a. a sequence of
atomic actions) to make atrained ML model available for use at the target AI/ML inference function.

ML model deployment may not be needed in some cases, for example when the training function and inference
function are co-located.

- AI/ML inference: performing inference using atrained ML model by the AI/ML inference function. The Al/ML
inference may also trigger model re-training or update based on e.g., performance monitoring and evaluation.

NOTE: depending on system implementation and Al/ML functionality arrangments, both AlI/ML inference
emulation and ML deployment steps may be skiped.

4a.1  Functionality and service framework for ML model training

An ML training Function playing the role of ML training MnS producer, may consume various data for ML model
training purpose.

Asillustrated in Figure 4a.1-1 the ML model training capability is provided via ML training MnSin the context of
SBMA to the authorized consumer(s) by ML training MnS producer.

ML Training MnS
Consumer

/J? ML Training MnS

ML Training Function: ML Training MnS producer

ML Training
Data (Internal business logic)

Figure 4a.1-1: Functional overview and service framework for ML model training

Theinterna business logic of ML model training leverages the current and historical relevant data, including those
listed below to monitor the networks and/or services where relevant to the ML model, prepare the data, trigger and
conduct the training:

- Performance Measurements (PM) as per 3GPP TS 28.552 [4], 3GPP TS 32.425 [5] and Key Performance
Indicators (KPIs) as per 3GPP TS 28.554 [6].

- Trace/MDT/RLF/RCEF data, as per 3GPP TS 32.422 [7].
- QOE and service experience data as per 3GPP TS 28.405 [9].
- Analytics data offered by NWDAF as per 3GPP TS 23.288[3].
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- Alarm information and notifications as per 3GPP TS 28.532 [11].

- CM information and notifications.

- MDA reports from MDA MnS producers as per 3GPP TS 28.104 [2].
- Management data from non-3GPP systems.

- Other datathat can be used for training.

4a.2  Al/ML functionalities management scenarios (relation with
managed Al/ML features)

The ML training function and/or AI/ML inference function can be located in the RAN domain MnS consumer (e.g.
cross-domain management system) or the domain-specific management system (i.e. a management function for RAN
or CN), or Network Function.

For MDA, the ML training function can be located inside or outside the MDAF. The AI/ML inference functionisin
the MDAF.

For NWDAF, the ML training function can be located in the MTLF of the NWDAF or the management system, the
Al/ML inference function isin the AnLF.

For RAN, the ML training function and Al/ML inference function can both be located in the gNB, or the ML training
function can be located in the management system and AlI/ML inference function is located in the gNB.

Therefore, there might exist several location scenarios for ML training function and AI/ML inference function.
Scenario 1:

The ML training function and AI/ML inference function are both located in the 3GPP management system (e.g. RAN
domain management function). For instance, for RAN domain-specific MDA, the ML training function and Al/ML
inference functions for MDA can be located in the RAN domain-specific MDAF. As depicted in figure 4a.2-1.
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RAN domain MnS consumer

RAN domain
ML training AIML inference
function function

RAN domain management function (MDAF)

gNB gNB

Figure 4a.2-1: Management for RAN domain specific MDAF

Similarly, for CN domain-specific MDA the ML training function and Al/ML inference function can be located in CN
domain-specific MDAF.

Scenario 2:

For RAN Al/ML capabilitiesthe ML training function islocated in the 3GPP RAN domain-specific management
function while the AI/ML inference function islocated in gNB. See figure 4a.2-2.

RAN domain MnS consumer

LMnS

1

RAN Domair ‘
RAN domain ML
training function
RAN management function
ghB ghB
function function

Figure 4a.2-2: Management where the ML model training is located in RAN domain management
function and AI/ML inference is located in gNB

Scenario 3:

The ML training function and AI/ML inference function are both located in the gNB. See figure 4a.2-3.
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Figure 4a.2-3: Management where the ML model training and Al/ML inference are both located in gNB

Scenario 4:

For NWDAF, the ML training function and AI/ML inference function are both located in the NWDAF. See figure 4a.2-
4.

CN domain MnS consumer

@ MnS
CN Domain
| |
| |
I |
| CN Domain management function i
WDAF poon WDAF ATV
MfL tralplng inference || ... ML tranpmg inference
unction P function fumetion

Figure 4a.2-4: Management where the ML model training and Al/ML inference are both located in CN

5 Void

6 Al/ML management use cases and requirements

6.1 ML model lifecycle management capabilities

Each operational step inthe ML model lifecycle (see clause 4a.0.1) is supported by one or more AI/ML management
capabilities as listed below.

Management capabilitiesfor ML model training

- ML model training management: alowing the MnS consumer to request the ML model training, consume
and control the producer-initiated training, and manage the ML model training/re-training process. The training
management capability may include training performance management and setting a policy for the producer-
initiated ML model training.
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- ML modél training capability also includes validation to evaluate the performance of the ML model when
performing on the validation data, and to identify the variance of the performance on the training and
validation data. If the variance is not acceptable, the ML model would need to be re-trained before being made
available for the next step in the ML model lifecycle (e.g., ML model testing).

M anagement capabilitiesfor ML testing

- ML model testing management: allowing the MnS consumer to request the ML model testing, and to receive
the testing results for atrained ML model. It may also include capahilities for selecting the specific
performance metrics to be used or reported by the ML testing function. MnS consumer may aso be allowed to
trigger ML model re-training based on the ML model testing performance results.

Management capabilitiesfor Al/ML inference emulation:

- Al/ML inference emulation: acapability alowing an MnS consumer to request an ML inference emulation
for aspecific ML model or models (after the training, validation, and testing) to evaluate the inference
performance in an emulation environment prior to applying it to the target network or system.

M anagement capabilitiesfor ML model deployment:

- ML mode loading management: allowing the MnS consumer to trigger, control and/or monitor the ML
model loading process.

M anagement capabilitiesfor Al/ML inference:

- Al/ML inference management: alowing an MnS consumer to control the inference, i.e., activate/deactivate
the inference function and/or ML model/models, configure the allowed ranges of the inference output
parameters. The capabilities also allow the MnS consumer to monitor and evaluate the inference performance
and when needed trigger an update of an ML model or an Al/ML inference function.

The use cases and corresponding requirements for AI/ML management capabilities are specified in the following
clauses.

6.2 Void
6.2a Void

6.2b ML model training

6.2b.1 Description

Before an ML model is deployed to conduct inference, the ML model algoritm associated with the ML model needsto
be trained. The ML model training can be an initia training or the re-training of an already trained ML model.

The ML model istrained by the ML training MnS producer, and the training can be triggered by request(s) from one or
more ML training MnS consumer(s), or initiated by the ML training MnS producer (e.g., as aresult of model
performance evaluation).

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 20 ETSI TS 128 105 V18.7.0 (2025-03)

6.2b.2 Use cases

6.2b.2.1 ML model training requested by consumer

ML training request

ML training function: MLT MnS producer MLT MnS consumer

A

( ML model training ) Response

C ML model > Training result

A4

Figure 6.2b.2.1-1: ML model training requested by ML training MnS consumer

The ML model training may be triggered by the request(s) from one or more ML training MnS consumer(s). The
consumer may be for example a network function, a management function, an operator, or another functional
differentiation.

Totrigger an initial ML model training, the MnS consumer needs to specify in the ML training request the inference
type which indicates the function or purpose of the ML model, e.g. CoverageProblemAnalysis[see TS 28.104 [2]]. The
ML training MnS producer can perform the initial training according to the designated inference type. To trigger an ML
model re-training, the MnS consumer needs to specify in the ML training request the identifier of the ML model to be
re-trained.

The consumer may provide the data source(s) that contain(s) the training data which are considered as inputs candidates
for training. To obtain the valid training outcomes, consumers may also designate their requirements for model
performance (e.g. accuracy, etc) in the training request.

The performance of the ML model depends on the degree of commonality between the distribution of the data used for
training and the distribution of the data used for inference. Astime progresses, the distribution of the input data used for
inference might change as compared to the distribution of the data used for training. In such a scenario, the performance
of the ML model degrades over time. The ML training MnS producer may re-train the ML model if the inference
performance of the ML model falls below a certain threshold, which needs to be configurable by the MnS consumer.

Following the ML training request by the ML training MnS consumer, the ML training MnS producer provides a
response to the consumer indicating whether the request was accepted.

If the request is accepted, the ML training MnS producer decides when to start the ML model training with
consideration of the request(s) from the consumer(s). Once the training is decided, the producer performs the following:

- sdlectsthe training data, with consideration of the consumer provided candidate training data. Since the training
data directly influences the agorithm and performance of the trained ML model, the ML training MnS producer
may examine the consumer's provided training data and decide to select none, some or al of them. In addition,
the ML training MnS producer may select some other training data that are available;

- trainsthe ML model using the selected training data;
- validate the trained model using validation set of the training data;

- provides the training results (including the identifier of the ML model generated from the initially trained ML
model or the version number of the ML model associated with the re-trained model, training performance
results, etc.) to the ML training MnS consumer(s).

6.2b.2.2 ML model training initiated by producer

The ML model training may beinitiated by the ML training MnS producer, for instance as aresult of performance
evaluation of the ML model or based on feedback or new training data received from the consumer, or when new
training data, which are not from the consumer, describing the new network status/events become available.

Therefore, there is a need to monitor the performance and/or the KPIs of the ML model and use the thresholds that the
ML training MnS consumer configured for the ML training MnS producer to trigger the training or re-training.

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 21 ETSI TS 128 105 V18.7.0 (2025-03)

When the ML training MnS producer decides to start the ML model training, the producer performs the followings:
- selectsthe training data;
- trainsthe ML model using the selected training data;

- providesthe training results (including the identifier of the ML model generated frm the initially trained ML
model or the version number of the ML model associated with the re-trained model, training performance, etc.)
to the ML training MnS consumer(s) who have subscribed to receive the ML model training results.

6.2b.2.3 ML model selection

For a given machine learning-based use case, different entities that apply the respective ML model or AI/ML inference
function may have different inference requirements and capabilities. For example, one consumer with specific
responsibility wishesto have an AI/ML inference function supported by an ML model trained for city central business
district where mobile users move at speeds not exceeding 30 km/hr. On the other hand, another consumer, for the same
use case may support arura environment and as such wishes to have an ML model and Al/ML inference function
fitting that type of environment. The different consumers need to know the available versions of ML model, with the
variants of trained ML models and to select the appropriate one for their respective conditions.

Besides, there is no guarantee that the available ML models have been trained according to the characteristics that the
consumers expect. As such the consumers need to know the conditions for which the ML models have been trained to
then enable them to select the modelsthat are best fit to their conditions and needs.

The models that have been trained may differ in terms of complexity and performance. For example, a generic
comprehensive and complex model may have been trained in a cloud-like environment, but such a model cannot be
used in the gNB and instead, aless complex model, trained as a derivative of this generic model, could be a better
candidate. Moreover, multiple less complex models could be trained with different levels of complexity and
performance which would then allow different relevant models to be delivered to different consumers depending on
operating conditions and performance requirements. The consumers need to know the alternative models available and
interactively request and replace them when needed and depending on the observed inference-related constraints and
performance regquirements.

6.2b.2.4 Managing ML model training processes

This relates to the management and controlling of the ML model training processes.

To achieve the desired outcomes of any machine learning relevant use-case or task, the ML model applied for such use
case or task, needsto be trained with the appropriate data. The training may be undertaken in a managed function or in a
management function.

In either case, the network management system not only needs to have the required training capabilities but needsto
also have the means to manage the training process of the ML models. The consumers need to be able to interact with
the training process, e.g., to suspend or restart the process; and also need to manage and control the requests related to
such training process.

6.2b.2.5 Handling errors in data and ML decisions

Ideally, the ML models are trained on good quality data, i.e. data that was collected correctly and reflected the real
network status to represent the expected context in which the ML model is meant to operate. However, thisis not
always the case in real world as data cannot be completely error-free. Good quality datais void of errors, such as:

- Imprecise measurements
- Missing values or records
- Records which are communicated with a significant delay (in case of online measurements).

Without errors, an ML model can depend on afew precise inputs, and does not need to exploit the redundancy present
in the training data. However, during inference, the ML model is very likely to come across these inconsistencies. When
this happens, the ML model shows high error in the inference outputs, even if redundant and uncorrupted data are
available from other sources.
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Figure 6.2b.2.5-1: The propagation of erroneous information

As such, the training function should attempt to identify errorsin the input data. If an model has been trained on
erroneous or inconsistent data, the consumer should be made aware of such.

6.2b.2.6 ML model joint training

Each ML model supports a specific type of inference. An Al/ML inference function may use one or more ML models to
perform the inference(s). When multiple ML models are employed, these ML models may operate together in a
coordinated way, such asin a sequence, or even in a more complicated structure. In this case, any change in the
performance of one ML model may impact another, and consequently impact the overall performance of the whole
Al/ML inference function.

There are different ways in which the group of ML models may coordinate. An example is the case where the output of
one ML model can be used asinput to another ML model forming asequence of interlinked ML models. Another example
is the case where multiple ML models provide the output in parallel (either the same output type where outputs may be
merged (e.g., using weights), or their outputs are needed in parallel as input to another ML model. The group of ML
model s needs to be employed in a coordinated way to support an Al/ML inference function.

Therefore, it is desirable that the ML models can be trained or re-trained jointly, so that the group of these ML models
can complete a more complex task jointly with better performance.

The ML model joint training may be initiated by the ML training MnS producer or the ML training MnS consumer, with
the grouping of the ML models shared by the ML training MnS producer with the ML training MnS consumer.

6.2b.2.7 ML model validation performance reporting

During the ML model training process, the generated ML model needs to be validated. The purpose of ML validation is
to evaluate the performance of the ML model when performing on the validation data, and to identify the variance of
the performance on the training data and the validation data. The training data and validation data are of the same
pattern as they normally split from the same data set with a certain ratio in terms of quantity of the data samples.

Inthe ML model training, the ML model is generated based on the learning from the training data and validated using
the validation data. The performance of the ML model has tight dependency on the data (i.e., training data) from which
the ML model is generated. Therefore, an ML model performing well on the training data may not necessarily perform
well on other data e.g., while conducting inference. If the performance of ML model is not good enough according to
the result of ML validation, the ML model will be re-trained and validated again. The process of ML model tuning and
validation is repeated by the ML model training function, until the performance of the ML model meets the expectation
on both training data and validation data. The MnS producer subsequently selects one or more ML models with the best
level of performance on both training data and validation data as the result of the ML model training, and reports
accordingly to the consumer. The performance of each selected ML model on both training data and validation data also
needs to be reported.

The performance result of the validation may also be impacted by the ratio of the training data and the validation data.
MnS consumer needs to be aware of the ratio of training data and the validation data, coupled with the performance
score on each data set, in order to be confident about the performance of ML model.
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6.2b.2.8 Training data effectiveness reporting

Training data effectiveness refers to the process of evaluating the contribution of a single data instance or atype of input
training data (e.g., one measurement type among all types of input training data) to ML model training process.

To efficiently train a ML model, high quality and large volume of training data instances are considered essential. The
open use of al available data can be costly, both in terms of data collection process and from a computational resources
perspective since the data al so contains the unnecessary data samples that are computed through the ML model. It is better
that the training function evaluates the usefulness of different data samples and indicates that level of usefulness to the
consumer so that the data used for re-training can be further enhanced/optimized.

The 3GPP management system needs to support means to report the extent of effectiveness of the different training data
samples used in ML model training based on insight of how the different portion of data contribute differently to the
trained model accuracy.

6.2b.2.9 Performance management for ML model training

6.2b.2.9.1 Overview

In the ML model training, the performance of ML model needs to be evaluated on training data. The performanceisthe
degree to which the ML models fulfil the objectives for which they were trained. The related performance indicators
need to be collected and analyzed.

6.2b.2.9.2 Performance indicator selection for MLmodel training

The ML model training function may support training for asingle or several ML model agorithm and may support the
capability to evaluate each ML model by one or more performance indicators.

The MnS consumer may prefer to use some performance indicator(s) over othersto evaluate one kind of ML model.
The performance indicators for training mainly include the following aspects:ML model training process monitors
performance indicators: the performance indicators of the system that trains the ML model, including training duration
indicator.

- ML model training model performance indicators: performance indicators of the ML model itself, including but not
limited to:

- Accuracy indicator,

Precision indicator,

- Recall indicator,

- F1 scoreindicator,

- MSE (Mean Squared Error) indicator, and

-  MAE (Mean Absolute Error) indicator,

-  RMSE (Root Mean Square Error) indicator.

The MnS producer for ML model training needs to provide the name(s) of supported performance indicator(s) for the
MnS consumer to query and select for ML model performance evaluation. The MnS consumer may also need to provide
the performance requirements of the ML model using the selected performance indicators.

The MnS producer for ML model training uses the selected performance indicators for evaluating ML model training,
and reports with the corresponding performance score in the ML model training report when the training is completed.

6.2b.2.9.3 ML model performance indicators query and selection for ML model training

ML model performance evaluation and management are needed during training. The related performance indicators
need to be collected and analyzed. The MnS producer of ML model training should determine which indicators are
needed, i.e., select some indicators based on the use case and use these indicators for performance evaluation.
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The ML MnS consumer may have different requests on Al/ML performance, depending on its use case and
requirements, which may imply that different performance indicators may be relevant for performance evaluation. The
MnS producer for ML model training can be queried to provide the information on supported performance indicators
referring to ML model training. Such performance indicators for training may be for example
accuracy/precision/recall/F1-score/M SE/MAE. Based on supported performance indicators as well as based on
consumer’ s requirements, the MnS consumer for ML model training may request a sub-set of supported performance
indicators to be monitored and used for performance eval uation. Management capabilities are needed to enable the MnS
consumer for ML model training or to query the supported performance indicators and select a sub-set of performance
indicators to be used for performance evaluation.

6.2b.2.9.4 MnS consumer policy-based selection of ML model performance indicators for
ML model training

ML model performance evaluation and management is needed during ML model training. The related performance
indicators need to be collected and analysed. The MnS producer for ML model training should determine which
indicators are needed or may be reported, i.e., select some indicators based on the service and use these indicators for
performance evaluation.

The MnS consumer for ML model training may have differentiated levels of interest in the different performance
dimensions or metrics. Thus, depending on its use case, the AI/ML MnS consumer may indicate the preferred behaviour
and performance requirement that needs to be considered during training by the MnS producer. These performance
requirements do not need to indicate the technical performance indicators used for ML model training, testing or
inference, such as "accuracy" or "precision” or "recall" or "MSE" or "MAE" or “F1 score" etc. The ML MnS consumer
for ML model training may not be capable enough to indicate the performance metrics to be used for training.

6.2b.3 Requirements for ML model training

Table 6.2b.3-1
Requirement label Description Related use case(s)
REQ-ML_TRAIN-FUN-01 The ML training MnS producer shall have a capability allowing |ML model training
an authorized ML training MnS consumer to request ML requested by
model training. consumer (clause
6.2b.2.1)
REQ- ML_TRAIN-FUN-02 The ML training MnS producer shall have a capability allowing |ML model training

the authorized ML training MnS consumer to specify the data |requested by
sources containing the candidate training data for ML model  |consumer (clause

training. 6.2b.2.1)
REQ- ML_TRAIN-FUN-03 The ML training MnS producer shall have a capability allowing |ML model training
the authorized ML training MnS consumer to specify the requested by
Al/ML inference name of the ML model to be trained. consumer (clause
6.2b.2.1)
REQ- ML_TRAIN-FUN-04 The ML training MnS producer shall have a capability to ML model training

provide the training result to the ML training MnS consumer. requested by
consumer (clause
6.2b.2.1), ML model
training initiated by
producer (clause

6.2b.2.2)
REQ- ML_TRAIN-FUN-05 The ML training MnS producer shall have a capability allowing |ML model training
an authorized ML training MnS consumer to configure the initiated by producer

thresholds of the performance measurements and/or KPIs to  |(clause 6.2b.2.2)
trigger the re-training of an ML model. (See Note)

REQ- ML_TRAIN-FUN-06 The ML training MnS producer shall have a capability to ML model training
provide the version number of the ML model when it is requested by
generated by ML model re-training to the authorized ML consumer (clause
training MnS consumer. 6.2b.2.1), ML model

training initiated by
producer (clause
6.2b.2.2)
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Requirement label

Description

Related use case(s)

REQ- ML_TRAIN-FUN-07

The ML training MnS producer shall have a capability allowing
an authorized ML training MnS consumer to manage the
training process, including starting, suspending, or resuming
the training process, and configuring the ML context for ML
model training.

ML model training
requested by
consumer (clause
6.2b.2.1), ML model
training initiated by
producer (clause
6.2b.2.2), ML model
joint training (clause
6.2b.2.6)

REQ- ML_TRAIN-FUN-08

The ML training MnS producer should have a capability to
provide the grouping of ML models to an authorized ML
training MnS consumer to enable coordinated inference.

ML model joint training
(clause 6.2b.1.2.6)

REQ- ML_TRAIN-FUN-09

The ML training MnS producer should have a capability to
allow an authorized ML training MnS consumer to request
joint training of a group of ML models.

ML model joint training
(clause 6.2b.2.6)

REQ- ML_TRAIN-FUN-10

The ML training MnS producer should have a capability to
jointly train a group of ML models and provide the training
results to an authorized consumer.

ML model joint training
(clause 6.2b.2.6)

REQ-ML_SELECT-01

3GPP management system shall have a capability to enable
an authorized ML training MnS consumer to discover the
properties of available ML models including the contexts
under which each of the models were trained.

ML model and ML
model selection
(clause 6.2b.2.3)

REQ-ML_SELECT-02

3GPP management system shall have a capability to enable
an authorized ML training MnS consumer to select an ML
model to be used for inference.

ML models and ML
model selection
(clause 6.2b.2.3)

REQ-ML_SELECT-03

3GPP management system shall have a capability to enable
an authorized ML training MnS consumer to request for
information and be informed about the available alternative
ML models of differing complexity and performance.

ML model and ML
model selection
(clause 6.2b.2.3)

REQ-ML_SELECT-04

The 3GPP management system shall have a capability to
provide a selected ML model to the authorized ML training
MnS consumer.

ML model and ML
model selection
(clause 6.2b.2.3)

REQ-ML_TRAIN- MGT-01

The ML training MnS producer shall have a capability allowing
an authorized consumer to manage and configure one or
more requests for the specific ML model training, e.g. to
modify the request or to delete the request.

ML model training
requested by
consumer (clause
6.2b.2.1), Managing
ML model Training
Processes (clause
6.2b.2.4)

REQ-ML_TRAIN- MGT-02

The ML training MnS producer shall have a capability
allowing an authorized ML training MnS consumer to manage
and configure one or more training processes, e.g. to start,
suspend or restart the training.

ML model training
requested by
consumer (clause
6.2b.2.1),

Managing ML model
training processes
(clause 6.2b.2.4)

REQ-ML_TRAIN- MGT-03

3GPP management system shall have a capability to enable
an authorized ML training MnS consumer (e.g. the
function/model different from the function that generated a
request for ML model training) to request for a report on the
outcomes of a specific training instance.

Managing ML model
training processes
(clause 6.2b.2.4)

REQ-ML_TRAIN- MGT-04

3GPP management system shall have a capability to enable
an authorized ML training MnS consumer to define the
reporting characteristics related to a specific training request
or training instance.

Managing ML model
training processes
(clause 6.2b.2.4)

REQ-ML_TRAIN- MGT-05

3GPP management system shall have a capability to enable
the ML training function to report to any authorized ML
training MnS consumer about specific ML model training
process and/or report about the outcomes of any such ML
model training process.

Managing ML model
training processes
(clause 6.2b.2.4)

REQ-ML_ERROR-01

The 3GPP management system shall enable an authorized
consumer of data services (e.g. an ML training function) to
request from a producer of data services a Value Quality
Score of the data, which is the numerical value that
represents the dependability/quality of a given observation
and measurement type.

Handling errors in data
and ML decisions
(clause 6.2b.2.5)
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Requirement label

Description

Related use case(s)

REQ-ML_ERROR-02

The 3GPP management system shall enable an authorized
consumer of AI/ML decisions (e.g. a controller) to request ML
decision confidence score which is the numerical value that
represents the dependability/quality of a given decision
generated by an Al/ML inference function.

Handling errors in data
and ML decisions
(clause 6.2b.2.5)

REQ-ML_ERROR-03

The 3GPP management system shall have a capability to
enable an authorized consumer to provide to the ML Training
MnS producer, a training data quality score, which is the
numerical value that represents the dependability/quality of a
given observation and measurement type.

Handling errors in data
and ML decisions
(clause 6.2b.2.5)

REQ-ML_ERROR-04

The 3GPP management system shall enable a producer of
ML decisions (e.g. an AlI/ML inference function) to provide to
an authorized consumer of ML decisions (e.g. a controller) an
Al/ML decision confidence score which is the numerical value
that represents the dependability/quality of a given decision
generated by the Al/ML inference function.

Handling errors in data
and ML decisions
(clause 6.2b.2.5)

REQ-ML_VLD-01

The ML training MnS producer should have a capability to
validate the ML models during the ML model training process
and report the performance of the ML models on both the
training data and validation data to the authorized consumer.

ML model validation
performance reporting
(clause 6.2b.2.7)

REQ-ML_VLD-02

The ML training MnS producer should have a capability to
report the ratio (in terms of quantity of data samples) of the
training data and validation data used during the ML model
training and validation process.

ML model validation
performance reporting
(clause 6.2b.2.7)

REQ-TRAIN_EFF-01

The 3GPP management system should have the capability to
allow an authorized consumer to configure an ML training
function to report the effectiveness of data used for model
training.

Training data
effectiveness reporting
(clause 6.2b.2.8)

REQ-ML_TRAIN_PM-1

The ML Training MnS producer should have a capability to
allow an authorized consumer to get the capabilities about
what kind of ML models the ML training function is able to
train.

Performance indicator
selection for ML model
training (clause
6.2b.2.9.2)

REQ-ML_TRAIN_PM-2

The ML Training MnS producer should have a capability to
allow an authorized consumer to query what performance
indicators are supported by the ML model training for each ML
model.

ML model performance
indicators query and
selection for ML model
training (clause
6.2b.2.9.3)

REQ-ML_TRAIN_PM-3

The ML Training MnS producer should have a capability to
allow an authorized consumer to select the performance
indicators from those supported by the ML training function for
reporting the training performance for each ML model.

ML model performance
indicators query and
selection for ML model
training (clause
6.2b.2.9.3)

REQ-ML_TRAIN_PM-4

The ML Training MnS producer should have a capability to
allow an authorized consumer to provide the performance
requirements for the ML model training using the selected the
performance indicators from those supported by the ML
training function.

MnS consumer policy-
based selection of ML
model performance
indicators for ML model
training (clause
6.2b.2.9.4)

NOTE:

model supports) of ML model.

The performance measurements and KPIs are specific to each type (i.e., the inference type that the ML

6.2C

6.2c.1

Description

ML model testing

After the training and validation, the ML model needs to be tested to evaluate the performance of it when it conducts

inference using testing data.

If the testing performance is not acceptable or does not meet the pre-defined requirements, the consumer may request
the ML training MnS producer to re-train the ML model with specific training data and/or performance requirements.
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6.2c.2 Use cases

6.2c.2.1 Consumer-requested ML model testing

After receiving an ML training report about atrained ML model from the ML training MnS producer, the consumer
may request the ML testing MnS producer to test the ML model before applying it to the target inference function.

The ML model testing is to conduct inference on the tested ML model using the testing data as inference inputs and
produce the inference output for each testing dataset example.

The ML testing MnS producer may be the same as or different from the ML training MnS producer.

After completing the ML model testing, the ML testing MnS producer provides the testing report indicating the success
or failure of the ML model testing to the consumer. For a successful ML model testing, the testing report contains the
testing results, i.e., the inference output for each testing dataset example.

6.2c.2.2 Producer-initiated ML model testing

The ML model testing may also be initiated by the MnS producer, after the ML model istrained and validated. A
consumer (e.g., an operator) may still need to define the policies (e.g., alowed time window, maximum number of
testing iterations, etc.) for the testing of a given ML model. The consumer may pre-define performance requirements for
the ML model testing and alow the MnS producer to decide on whether ML model re-training/validation need to be
triggered. ML model re-training may be triggered by the testing MnS producer itself based on the performance
requirements supplied by the MnS consumer.

6.2c.2.3 Joint testing of multiple ML models

A group of ML models may work in a coordinated manner for complex use cases.

The group of ML modelsis generated by the ML training function. The group, including all contained ML models,
needs to be tested. After the ML model testing of the group, the MnS producer provides the testing results to the
consumer.

NOTE: Thisuse caseisabout the ML models testing before deployment.
6.2c.2.4 Performance management for ML model testing

6.2c.2.4.1 Overview

During ML model testing, the performance of ML model needsto be evaluated on testing data. The performanceis the
degree to which the ML models fulfil the objectives for which they were trained. The related performance indicators
need to be collected and analyzed.

6.2c.2.4.2 Performance indicator selection for ML model testing

The ML model testing function may support testing for asingle or several ML model algorithms and may support the
capability to evaluate each ML model by one or more performance indicators.

The MnS consumer may prefer to use some performance indicator(s) over others to evaluate one kind of ML model.
The performance indicators for testing mainly include the following aspects:

- ML model testing performance indicators. performance indicators of the ML model itself, including but not
limited to:

- Accuracy indicator,
- Precision indicator,
- Recadl indicator,

- F1 scoreindicator,
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- MSE (Mean Squared Error) indicator,

- MAE (Mean Absolute Error) indicator, and

- RMSE (Root Mean Square Error) indicator.
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Inasimilar way as for training, the MnS producer for ML model testing needs to provide the name(s) of supported
performance indicator(s) for the MnS consumer to query and select for ML model performance evaluation. The MnS
consumer may also need to provide the performance requirements of the ML model using the selected performance

indicators.

The MnS producer for ML model testing uses the selected performance indicators for evaluating ML model testing, and
reports with the corresponding performance score in the ML testing report when testing is completed.

6.2c.2.4.3

ML model performance indicators query and selection for ML model testing

Inasimilar way as for training, the MnS producer of ML model training or testing should determine which indicators
are needed, i.e., select some indicators based on the use case and use these indicators for performance evaluation.The
ML MnS consumer for ML model testing may have different requests on Al/ML performance, depending on its use
case and requirements, which may imply that different performance indicators may be relevant for performance
evaluation. The procedure is the same as described in 6.2b.2.9.3 for training.

6.2c.2.4.4

MnS consumer policy-based selection of ML model performance indicators for
ML model testing

Inasimilar way as for training, the MnS consumer for ML model testing may have differentiated levels of interest in
the different performance dimensions or metrics. Thus, depending on its use case, the AI/ML MnS consumer may
indicate the preferred behaviour and performance reguirement that needs to be considered during testing. The same

description in 6.2b.2.9.4 applies for policy based selection of performance indiactors for testing.

6.2c.3 Requirements for ML model testing

Table 6.2c.3-1

Requirement label

Description

Related use case(s)

REQ-ML_TEST-1

The ML testing MnS producer shall have a capability to allow an
authorized consumer to request the testing of a specific ML model.

Consumer-requested
ML model testing
(clause 6.2c.2.1)

REQ-ML_TEST-2

The ML testing MnS producer shall have a capability to trigger the
testing of an ML model and allow the MnS consumer to set the policy for
the testing.

Producer-initiated ML
model testing
(6.2c.2.2)

REQ-ML_TEST-3

The ML testing MnS producer shall have a capability to report the
performance of the ML model when it performs inference on the testing
data.

Consumer-requested
ML model testing
(clause 6.2c.2.1), and
Producer-initiated ML
model testing (clause
6.2c.2.2)

REQ-ML_TEST-4

The ML testing MnS producer shall have a capability allowing an
authorized consumer to request the testing of a group of ML models.

Joint testing of
multiple ML models
(clause 6.2c.2.3)

REQ-ML_TEST_PM-
1

The ML testing MnS producer should have a capability to allow an
authorized consumer to get the capabilities about what kind of ML
models the ML testing function is able to test.

Performance indicator
selection for ML
model testing (clause
6.2c.2.4.2)

REQ-ML_TEST_PM-
2

The ML testing MnS producer should have a capability to allow an
authorized consumer to query what performance indicators are
supported by the ML testing function for each ML model.

Performance indicator
selection for ML
model testing (clause
6.2c.2.4.2)
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Requirement label Description Related use case(s)
REQ-ML_TEST_PM- |The ML testing MnS producer should have a capability to allow an Performance indicator
3 authorized consumer to select the performance indicators from those selection for ML tra

supported by the ML testing function for reporting the testing (clause 6.2c.2.4.2)
performance for each ML model.

6.3 AI/ML inference emulation

6.3.1 Description

Before the ML model is applied in the production network, the MnS inference consumer may want to receive results of
inference in one or more environments that emulate (to different extents) the expected inference characteristics, in a
process that may be termed as Inference emulation. The Inference emulation phase enables this.

6.3.2 Use cases

6.3.2.1 Al/ML inference emulation

After the ML model is validated and tested during development, the MnS consumer may wish to receive information
from an inference emulation process that indicates if the ML model or the associated ML inference function is working
correctly under certain runtime context.

The management system should have the capabilities enabling an MnS consumer:
- reguest an inference emulation function to provide emulation reports; and

- to receive the results from running inference through an Al/ML inference emulation environment available at the
emulation MnS producer.

6.3.3 Requirements for Managing Al/ML inference emulation

Table 6.3.3-1
Requirement label Description Related use case(s)
REQ-AI/ML_EMUL- |The MnS producer for AI/ML inference emulation should have a |AI/ML Inference
L capability enabling an authorized MnS consumer to receive reporting |€mulation (clause

about the ML inference emulation. 6.3.2.1)

REQ-AI/ML_EMUL- |The MnS producer for AI/ML inference emulation should have a |AI/ML Inference
2: capability enabling an authorized MnS consumer to request an inference |€mulation (clause
emulation function to provide inference emulation reports on an ML 6.3.21)

model or inference Function.

6.4 ML model deployment

6.4.1 ML model loading

6.4.1.1 Description

ML model loading refers to the process of making an ML model available for use in the inference function . After a
trained ML model meets the performance criteria per the ML model testing and optionally ML emulation, the ML
model could be loaded into the target inference function(s) in the system. The way for loading the ML model is not in
scope of the present document.
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6.4.1.2 Use cases

6.4.1.2.1 Consumer requested ML model loading

After atrained ML model or the coordination group of ML models are tested and optionally emulated, if the
performance of the ML model or the coordination group of ML models meet the MnS consumer’ s requirements, the
MnS consumer may request to load the one or more ML models to one or more target inference function(s) where the
ML models will be used for conducting inference. Once the ML models loading request is accepted, the MnS consumer
(e.0., operator) needs to know the progress of the loading and needs to be able to control (e.g., cancel, suspend, resume)
the loading process. For a completed ML model loading, the ML model instance |oaded to each target inference
function needs to be manageable individually, for instance, to be activated/deactivated individually or concurrently.

6.4.1.2.2 Control of producer-initiated ML model loading

To enable more autonomous Al/ML operations, the MnS producer is alowed to load the ML model or the coordination
group of ML models without the consumer’ s specific request.

In this case, the consumer needs to be able to set the policy for the ML loading, to make sure that ML models loaded by
the MnS producer meet the performance target. The policy could be, for example, the threshold of the testing
performance of the ML models, the threshold of the inference performance of the existing ML model, the time schedule
alowed for ML model loading, etc.

ML models are typically trained and tested to meet specific requirements for inference, addressing a specific use case or
task. The network conditions may change regularly, for example, the gNB providing coverage for a specific location is
scheduled to accommodate different load levels and/or patterns of services at different times of the day, or on different
daysin aweek. One or more ML models may be loaded per the policy to adapt to a specific load/traffic pattern.

6.4.1.2.3 ML model registration

After multiple iterations, there could be alarge number of ML models with different versions, deployment
environments, performance levels, and functionalities. ML model registration refers to the process of recording,
tracking, controlling those trained ML models enabling future retrieval, reproducibility, sharing and loading in the
target inference functions across different environments. For example, the inference MnS consumer could recall the
most applicable version dealing with a sudden changed deployment environment of the target inference function by
tracking the registration information.

The ML training MnS producer should register the ML model along with its loading information, e.g., ML model
metadata and relevant information (e.g., description, version, version date, target inference function, deployment
environment, etc.).

6.4.1.3 Requirements for ML model loading

Table 6.4.1.3-1
Requirement label Description Related use case(s)

REQ- ML_LOAD-FUN-01 The MnS producer for ML model loading shall have a Consumer requested
capability allowing an authorized consumer to request to ML model loading
trigger loading of an ML model. (clause 6.4.1.2.1)

REQ- ML_LOAD-FUN-02 The MnS producer for ML model loading shall have a Producer-initiated ML
capability allowing an authorized consumer to provide a model loading (clause
policy for the MnS producer to trigger loading of an ML 6.4.1.2.2)
model.

REQ- ML_LOAD-FUN-03 The MnS producer for ML model loading shall be able to Consumer requested
inform an authorized consumer about the progress of ML ML model loading
model loading. (clause 6._4._1_.2.1) and

Producer-initiated ML
model loading (clause
6.4.1.2.2)
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Requirement label Description Related use case(s)
REQ- ML_LOAD-FUN-04 The MnS producer for ML model loading shall have a Consumer requested
capability allowing an authorized consumer to control the ML model loading
process of ML model loading. (clause 6.4.1.2.1) and
Producer-initiated ML
model loading (clause
6.4.1.2.2)
REQ- ML_REG-01 The ML training MnS producer should have a capability to ML model registration

register an ML model to record the relevant information that  |(Clause 6.4.1.2.3)
may be used for loading.

REQ- ML_REG-02 The ML training MnS producer should have a capability to  |ML model registration
allow an authorized consumer (e.g., an Al/ML inference (Clause 6.4.1.2.3)
function) to acquire the registration information of ML
models.

6.5 AI/ML inference

6.5.1  Al/ML inference performance management

6.5.1.1 Description

During Al/ML inference, the performance of the AlI/ML inference function and ML model need to be evaluated against
the MnS consumer's provided performance expectations/targets, to identify and timely fix any problem. Actionsto fix
any problem would be e.g., to trigger the ML model re-training, ML model testing, or re-deployment.

6.5.1.2 Use cases

6.5.1.2.1 AI/ML inference performance evaluation

During AI/ML inference, the AI/ML inference function (including e.g., MDAF, NWDAF or RAN functions) uses one
or more ML models for inference to generate the AI/ML inference output. The performance of arunning ML model
may degrade over time due to changesin network state, which will affect the related network performance and service.
Thus, it is necessary to evaluate performance of the ML model during the AI/ML inference process. If the inference
output is executed, the network performance related to each AI/ML inference function also needsto be eval uated.

The consumer (e.g., a Network or Management function) may take some actions according to the AI/ML inference
output provided by the AI/ML inference function. If the actions are taken accordingly, the network performanceis
expected to be optimized. Each AI/ML inference function has its specific focus and will impact the network
performance from different perspectives.

The consumer may choose to not take any actions for various reasons, e.g., lacking confidence in the inference output,
avoiding potential conflict with other actions or when no actions are needed or recommended at all according to the
inference output.

For evaluating the performance of the AlI/ML inference function and ML model, the MnS producer responsible for ML
inference performance management needs to be able to get the inference output generated by each AI/ML inference
function. Then, the MnS producer can evaluate the performance based on the inference output and related network
measurements (i.e., the actual output).

Depending on the performance evaluation results, some actions (e.g., deactivate the running model, start retraining,
change the running model with a new one, etc) can be taken to avoid generating the inaccurate inference output.

To monitor the performance during Al/ML inference, the MnS producer responsible for AI/ML inference performance
management can perform evaluation periodically. The performance eval uation period may be determined based on the
network change speed. Besides, a consumer (e.g., an operator) may wish to control and manage the performance
evaluation capability. For example, the operator may configure the performance evaluation period of a specified ML
model.
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6.5.1.2.2 Al/ML performance measurements selection based on MnS consumer policy

Evaluation and management of the performance of an ML model is needed during AI/ML inference. The related
performance measurements need to be collected and analysed. The MnS producer for inference should determine which
measurements are needed or may be reported, i.e., select some measurements based on the service and use these
measurements for performance evaluation.

The MnS consumer for inference may have differentiated levels of interest in the different performance dimensions or
metrics. Thus, depending on its use case, the MnS consumer may indicate the preferred behaviour and performance
requirement that needs to be considered during inference from the ML model by the AI/ML inference MnS Producer.
The Al/ML inference MnS consumer may not be capable enough to indicate the performance metrics. Instead, the
Al/ML MnS consumer may indicate the requirement using a policy or guidance that reflects the preferred performance
characteristics of the ML model. Based on the indicated policy/guidance, the Al/ML MnS producer may then deduce
and apply the appropriate performance indicators for inference. Management capabilities are needed to enable the MnS
consumer to indicate the behavioural and performance policy/guidance that may be trandated by the MnS producer into
one or more technical performance measurements during inference.

6.5.1.3 Requirements for AI/ML inference performance management
Table 6.5.1.3-1
Requirement label Description Related use case(s)
REQ- The MnS producer responsible for AI/ML inference management shall Al/ML inference

AI/ML_INF_PE-01 have a capability enabling an authorized consumer to get the inference  |performance
output provided by an AI/ML inference function (e.g., MDAF, NWDAF or |evaluation (clause

RAN function). 6.5.1.2.1)

REQ- The MnS producer responsible for Al/ML inference management shall Al/ML inference

AI/ML_INF_PE-02 have a capability enabling an authorized consumer to get the performance
performance evaluation of an AI/ML inference output as measured by a  |evaluation (clause
defined set of performance metrics 6.5.1.2.1)

REQ- The MnS producer responsible for AI/ML inference management shall Al/ML inference

AI/ML_INF_PE-03 have a capability enabling an authorized consumer to provide feedback |performance
about an AI/ML inference output expressing the degree to which the evaluation (clause
inference output meets the consumer's expectations. 6.5.1.2.1)

REQ- The MnS producer responsible for AlI/ML inference management shall Al/ML inference

AI/ML_INF_PE-04 have a capability enabling an authorized consumer to be informed about |performance
the executed actions that were triggered based on the inference output  |evaluation (clause
provided by an Al/ML inference function (e.g., MDAF, NWDAF or RAN 6.5.1.2.1)

function).
REQ- The MnS producer responsible for AlI/ML inference management shall Al/ML inference
Al/ML_INF_PE-05 have a capability enabling an authorized consumer to obtain the performance
performance data related to an ML model or an Al/ML inference function |evaluation (clause
(e.g., MDAF, NWDAF or RAN function). 6.5.1.2.1)
REQ-AI/ML_PERF- |The ML training MnS producer shall have a capability allowing an AI/ML performance
SEL-1 authorized MnS consumer to discover supported Al/ML performance measurements
measurements related to AlI/ML inference and select some of the desired |selection based on
measurements based on the MnS consumer’s requirements. MnS consumer policy

(clause 6.5.1.2.2)

REQ-AI/ML_PERF- |The AI/ML MnS producer shall have a capability allowing the authorized |AI/ML performance
POL-1 MnS consumer to indicate a performance policy related to Al/ML measurements
inference. selection based on
MnS consumer policy
(clause 6.5.1.2.2)

6.5.2  Al/ML update control

6.5.2.1 Description

In many cases, network conditions change makes the capabilities of the ML model(s) decay, or at least become
inappropriate for the changed conditions. In such cases, the MnS consumer should still be enabled to trigger updates, e.g.,
when the consumer realizes that the insight or decisions generated by the function are no longer appropriate for the
observed network states, when the consumer observes the inference performance of ML model(s) is decreasing.
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The MnS consumer may request the AlI/ML Inference MnS producer to use an updated ML model(s) for the inference
with some specific performance requirements. This gives flexibility to the AI/ML inference MnS producer on how to
address the requirements by for example getting ML model(s) updated, which may be loading the already trained ML
model(s) or may lead to requesting to train/re-train the ML model(s) by utilizing the ML training MnS.

6.5.2.2 Use cases

6.5.2.2.1 Availability of new capabilities or ML models

Depending on their configurations, Al/ML inference functions may learn new characteristics during their utilization, e.g.,
if they are configured to learn through reinforcement learning or if they are configured to download new versions of their
constituent ML model. In such cases, the authorized consumer of Al/ML may wish to beinformed by the AI/ML Inference
MnS producer (e.g., the operator, a management function, or a network function) about their new capabilities.

6.5.2.2.2 Triggering ML model update

When the inference capabilities of AI/ML inference functions degenerate, the typical action may be to trigger ML model
re-training of the congtituent ML models. It is possible, however, that the AI/ML inference MnS producer only offers
inference capabilities and is not equipped with capabilities to update, trainre-train its constituent ML models.
Nevertheless, the authorized MnS consumer may still need to request for improvements in the capabilities of the Al/ML
inference function. In such cases, the authorized MnS consumer may still wish to request for an improvement and may
specify in its request e.g., a new version of the ML models, i.e., to have the ML models updated or re-trained. The
corresponding internal actions taken by the AI/ML MnS inference producer may not be necessarily known by the
consumer.

The AI/ML inference MnS consumer needs to request the AI/ML inference MnS producer to update its capabilities or
its constituent ML models and the AI/ML MnS producer should respond accordingly. For example, the Al/ML
inference MnS producer may download new software that supports the required updates, download from aremote
server afile containing configurations and parameters to update one or more of its constituent ML models, or it may
trigger one or more remote or local Al/ML-related processes (including ML model training/re-training, testing, etc.)
needed to generate the required updates. Related notifications for update can be sent to the AlI/ML inference MnS
consumer to indicate the information of the update process, e.g., the update is finished successfully, the maximum time
taken to complete the update is reached but the performance does not achieve the requirements, etc.

Besides, an AI/ML inference MnS consumer may wish to manage the update process(es), e.g., to define policies on how
often the update may occur, suspend or restart the update or adjust the update conditions or characteristics, the
requirements could include, e.g., the times when the update may be executed, the expected achievable performance for
updating, the expected time taken to compl ete the update, etc.

6.5.2.3 Requirements for AIML update control
Table 6.5.2.3-1
Requirement label Description Related use case(s)

REQ-
AIML_UPDATE-1

The AI/ML Inference MnS producer should have a capability to inform
an authorized MnS consumer of the availability of AlI/ML capabilities or
ML models or versions thereof (e.g., as learned through a training
process or as provided via a software update) and the readiness to
update the AI/ML capabilities of the respective network function when
triggered

The AI/ML Inference MnS producer should have a capability to inform

Availability of new
capabilities or ML
models (clause
6.5.2.2.1)

REQ- Availability of new

AIML_UPDATE-2

an authorized MnS consumer of the expected performance gain ifiwhen
the AI/ML capabilities or ML models of the respective network function
are updated with/to the specific set of newly available AlI/ML capabilities

capabilities or ML
models (clause
6.5.2.2.1)

REQ-
AIML_UPDATE-3

The Al/ML Inference MnS producer should have a capability to allow an
authorized MnS consumer to request the AI/ML MnS producer to
update its ML models using a specific version of newly available Al/ML
capabilities or ML models or using AlI/ML capabilities or ML models with
requirements (e.g., the minimum achievable performance after
updating, the maximum time taken to complete the update, etc)

Triggering ML model
update (clause
6.5.2.2.2)
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Requirement label Description Related use case(s)

REQ- The AI/ML Inference MnS producer should have a capability for the Triggering ML model
AIML_UPDATE-4 AI/ML MnS producer to inform an authorized MnS consumer about of update (clause

the process or outcomes related to any request for updating the AI/ML  |6.5.2.2.2)
capabilities or ML models

REQ- The Al/ML Inference MnS producer should have a capability for the Triggering ML model
AIML_UPDATE-5 Al/ML MnS producer to inform an authorized MnS consumer about of update (clause
the achieved performance gain following the update of the Al/ML 6.5.2.2.2)

capabilities of a network function with/to the specific newly available ML
models or set of AI/ML capabilities

REQ- The Al/ML Inference MnS producer should have a capability for an Triggering ML model
AIML_UPDATE-6 authorized MnS consumer (e.g., an operator or the function/ model that |update (clause
generated the request for updating the Al/ML capabilities) to manage 6.5.2.2.2)

the request and subsequent process, e.g. to suspend, re-activate or
cancel the request or process; or to adjust the characteristics of the
capability update; or to define how often the update may occur,
suspend, restart or cancel the request or to further adjust the
requirements of the update

6.5.3 Al/ML inference capabilities management

6.5.3.1 Description

A network or management function that applies AlI/ML to accomplish specific tasks may be considered to have one or
more ML models, each having specific capabilities.

Different network functions, e.g., MDA Functions, may need to rely on existing AI/ML capabilities to accomplish the
desired inference. However, the details of such ML-based solutions (i.e., which ML models are applied and how) for
accomplishing those inference functionalities is not obvious. The management services are required to identify the
capabilities of the involved ML models and to map those capabilities to the desired logic.

6.5.3.2 Use cases

6.5.3.2.1 Identifying capabilities of ML models

Network functions, especialy network automation functions, may need to rely on capabilities of ML models that are not
internal to those network functions to accomplish the desired automation (inference). For example, as stated in TS
28.104 [2], "An MDA Function may optionally be deployed as one or more Al/ML inference function(s) in which the
relevant ML models are used for inference per the corresponding MDA capability”. Similarly, owing to the differences
in the kinds and complexity of intents that need to be fulfilled, an intent fulfillment solution may need to employ the
capabilities of existing AI/ML inference functions to fulfill the intents. In any such case, management services are
required to identify the capabilities of those existing ML models that are employed by AlI/ML inference functions.

ML modd
¥ Request AI/ML
D Capabilities
AIIML Report on Al/ML
Inference Capabilities — 1 AI/ML MnS
Producer Consumer

Figure 6.5.3.2.1-1: Request and reporting on AI/ML inference capabilities
Figure 6.5.3.2.1-1 shows that the consumer may wish to obtain information about the available Al/ML inference

capabilities to determine how to use them for the consumer's needs, e.g., for fulfillment of intent targets or other
automation targets.
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Besides the discovery of the capabilities of ML models, services are needed for mapping the ML modelsand
capabilities. In other words, instead of the consumer discovering specific capabilities, the consumer may want to know
the ML models that can be used to achieve a certain outcome. For this, the producer should be able to inform the
consumer of the set of available ML models that together achieve the consumer's automation needs.

In the case of intents for example, the complexity of the stated intents may significantly vary - from simple intents
which may be fulfilled with a call to asingle ML model to complex intents that may require an intricate orchestration of
multiple ML models. For simple intents, it may be easy to map the execution logic to one or multiple ML models. For
complex intents, it may be required to employ multiple ML models along with a corresponding functionality that
manages their interrelated execution. The usage of the ML models requires the awareness of their capabilities and

interrelations.

Moreover, given the complexity of the required mapping to the multiple ML models, services should be supported to
provide the mapping of ML models and capabilities.

6.5.3.3 Requirements for Al/ML inference capabilities management
Table 6.5.3.3-1
Requirement label Description Related use case(s)

REQ-ML_CAP-01

The AI/ML inference MnS Producer shall have a capability allowing an
authorized MnS consumer to request the capabilities of existing ML
models available within the Al/ML inference producer.

Identifying capabilities
of ML models (clause
6.5.3.2.1)

REQ- ML_CAP-02

The AI/ML inference MnS Producer shall have a capability to report to
an authorized MnS consumer the capabilities of an ML model as a
decision described as a triplet <object(s), parameters, metrics> with the
entries respectively indicating: the object or object types for which the
ML model can undertake optimization or control; the configuration
parameters on the stated object or object types, which the ML model
optimizes or controls to achieve the desired outcomes; and the network
metrics which the ML model optimizes through its actions.

Identifying capabilities
of ML models (clause
6.5.3.2.1)

REQ-ML_CAP-03

The AI/ML inference MnS Producer shall have a capability to report to
an authorized MnS consumer the capabilities of an ML model as an
analysis described as a tuple <object(s), characteristics> with the
entries respectively indicating: the object or object types for which the
ML model can undertake analysis; and the network characteristics
(related to the stated object or object types) for which the ML model
produces analysis

Identifying capabilities
of ML models (clause
6.5.3.2.1)

REQ-ML_CAP-04

The AI/ML inference MnS Producer shall have a capability allowing an
authorized MnS consumer to request a mapping of the consumer's
inference targets to the capabilities of one or more ML models.

Mapping of the
capabilities of ML
models (clause
6.5.3.2.2)

6.5.4

6.54.1

AI/ML inference capability configuration management

Description

The AI/ML inference function and the associated ML model may need to be managed and configured to conduct inference
in the 5G system to align with the consumer’s expectation, e.g., to enable the AI/ML inference function to perform

inference.

The MnS producer for AI/ML inference management needs to provide a capability for configuration of the AI/ML

inference function.
6.5.4.2

6.5.4.2.1

Use cases

Managing NG-RAN Al/ML-based distributed Network Energy Saving

An NG-RAN Al/ML-based distributed Network Energy Saving capability may use one or more ML models or Al/ML
Inference Functions to derive energy saving recommendations.
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The MnS consumer monitors the network performance and determines whether to, and when to activate or deactivate an
Al/ML Inference Functions related to an Al/ML-based Distributed Network Energy Saving function. The activation and

deactivation actions for AlI/ML Inference Functions related to an Al/ML-based Distributed Network Energy Saving
conducted by the MnS producer may also be triggered by some defined policies provided by the consumer.

6.5.4.2.2

Managing NG-RAN Al/ML-based distributed Mobility Optimization

An Al/ML-based distributed Mobility Optimization capability may use one or more ML models or AI/ML Inference
Functions to derive handover recommendations.

ThisNG-RAN Al/ML-based distributed Mobility Optimization capability may need to monitors the network
performance and determines if activation or deactivation and Al/ML Inference Functions related to an Al/ML-based
Distributed Mobility Optimization function is required. The activation and deactivation actions for AI/ML Inference
Functions related to an Al/ML-based Distributed Mobility Optimization conducted by the MnS producer may also be
triggered by some defined policies provided by the consumer.

6.5.4.2.3

Managing NG-RAN Al/ML-based distributed Load Balancing

An NG-RAN Al/ML-based distributed Load Balancing capability may use one or more ML models or AI/ML Inference
Functions to derive load balancing recommendations.

ThisNG-RAN Al/ML-based distributed Load Balancing capability needs to be managed. The MnS consumer monitors
the network performance and determines whether to, and when to activate or deactivate an Al/ML-based Distributed
Load balancing function. The activation and deactivation actions for Al/ML-based Distributed Load balancing
conducted by the MnS producer may also be triggered by some defined policies provided by the consumer.

6.5.4.3 Requirements for Al/ML inference management
Table 6.5.4.3-1
Requirement label Description Related use case(s)

REQ- AI/ML_INF-01

The MnS producer of NG-RAN Al/ML-based distributed Network

Energy Saving should enable an authorized MnS consumer to to

manage the ML model and/or AlI/ML Inference Function related to
Distribuited Energy Saving functions.

Managing Al/ML-based
for NG-RAN distributed
Network Energy Saving
(clause 6.5.4.2.1)

REQ- A/ML_INF-02

The MnS producer of NG-RAN Al/ML-based distributed Mobility
Optimization should enable an authorized MnS consumer to manage
the ML model and/or Al/ML Inference Function related to Distribuited
Mobility Optimization functions.

Managing Al/ML-based
for NG-RAN distributed
Mobility Optimization
(clause 6.5.4.2.2)

REQ- AI/ML_INF-03

The MnS producer of NG-RAN Al/ML-based distributed Load
Balancing should enable an authorized MnS consumer to request to
manage ML model and/or Al/ML Inference Function related to
Distribuited the Load Balancing functions.

Managing Al/ML-based
for NG-RAN distributed
Load Balancing (clause
6.5.4.2.3)

REQ-AIML_
INF_ACT-1

The MnS producer for AI/ML inference management should have a
capability allowing an authorized MnS consumer to activate and
deactivate an ML inference function.

Managing Al/ML-enabled
for Distributed Network
Energy Saving (clause
6.5.4.2.1)

Managing Al/ML-enabled
for distributed Mobility
Optimization (clause
6.5.4.2.2)

Managing Al/ML-enabled
for distributed Load
balancing (clause
6.5.4.2.3)

REQ-AIML_
INF_ACT-2

The MnS producer for AI/ML inference management should have a
capability to allow an authorized MnS consumer to provide the policy
for activating and deactivating inference function.

Note: The policies instructing the ML MnS producer on how or/and
when to activate which ML capabilities.

Managing Al/ML-enabled
for Distributed Network
Energy Saving (clause
6.5.4.2.1)

Managing Al/ML-enabled
for distributed Mobility
Optimization (clause
6.5.4.2.2)
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Requirement label Description Related use case(s)

Managing Al/ML-enabled
for distributed Load
balancing (clause
6.5.4.2.3)

6.5.5  AI/ML Inference History

6.5.5.1 Description

Different functionalities in the network or management domains may utilize Al/ML inference techniques to conduct
their tasks under different contexts. Depending on the contexts, the outcome of the ML model at inference might be
different. The history of such inference outcome and the corresponding context within which they were taken may be of
interest to different consumers.

6.5.5.2 Use cases

6.5.5.2.1 AI/ML Inference History - tracking inferences and context

For different automation requirements in specific network domain, management/automation functions (e.g., MDAS,
SON) may apply ML functionality to make the appropriate inferences in different contexts. The context is the set of
appropriate conditions under which the inference was made including network conditions, traffic characteristics, time of
day, weather, and climate, etc. And depending on the contexts, the different inferences may have different outcomes. The
inference history, which is the history of such inferences and the contexts within which they are taken, may be of interest
to different consumers. The Al/ML inference history includes outputs derived by the ML model and the contexts, e.g.,
network resources, time periods, traffic conditions, etc. The inference history output should be reported by the MnS
Producer to the MnS Consumer.

The inferences may need to be tracked for future reference, e.g., to evaluate the appropriateness/usefullness of the
inference outcome for those contexts or to eval uate degradations in the ML model's performance. For this, the network
not only needs to have the required inference capabilities but needs also to have the means to track and enable usage of
the history of the inferences made by the ML model. The MnS producer, i.e., a specific AI/ML inference function should
also provide the capability for AI/ML inference history Control, the means to control the process of compiling and
reporting on AI/ML inference history.

MLModel

Request ML Inference History

N\ Z l
~fo /<,
(@ Report on ML Inference History >

MnS Consumer

ML MnS Producer
(provides Inference | 4 ML Inference History Control
|

History )

Figure 6.5.5.2.1-1: Example use and control of AlI/ML inference history request and reporting.

6.5.5.3 Requirements for AI/ML Inference History
Table 6.5.5.3-1
Requirement label Description Related use case(s)
REQ-AI/ML_INF- The MnS producer for Al/ML inference management should have a Al/ML Inference
HIST-01 capability allowing an authorized consumer to receive the inference History - tracking
history of a specific ML model. inferences and
context (clause
6.5.5.2.1)
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Requirement label Description Related use case(s)

REQ-AI/ML-INF- The MnS producer for Al/ML inference management should have a Al/ML Inference

HIST-02 capability enabling an authorized consumer to define the reporting History - tracking
characteristics of historical inference outputs related to a specific inferences and
instance of an ML model. context (clause

6.5.5.2.1)
7 Information model definitions for AI/ML management
7.1 Imported and associated information entities

7.1.1

Imported information entities and local labels
Table 7.1.1-1
Label reference Local label
3GPP TS 28.622 [12], IOC, Top Top
3GPP TS 28.622 [12], IOC, SubNet wor k SubNet wor k

3GPP TS 28.622 [12], IOC, ManagedEl enent

ManagedEl enent

3GPP TS 28.622 [12], IOC, ManagedFunct i on

ManagedFuncti on

3GPP TS 28.622 [12], I0C, Thr eshol dMbni t or

Thr eshol dMoni t or

3GPP TS 28.541 [18], I0C, GNBCUCPFunct i on

GNBCUCPFunct i on

3GPP TS 28.104 [2], IOC, MDAFunct i on MDAFunct i on
3GPP TS 28.622 [12], dataType, Ti mreW ndow Ti meW ndow
3GPP TS 28.622 [12], dataType, CeoAr ea GeoAr ea

3GPP TS 28.622 [12], dataType, Thr eshol dI nf o

Threshol dl nfo

3GPP TS 28.622 [12], dataType, Pr ocessMoni t or

ProcessMoni t or

7.1.2

Associated information entities and local labels
Table 7.1.2-1
Label reference Local label
3GPP TS 28.104 [2], IOC, MDAFunct i on MDAFunct i on

3GPP TS 28.541 [18], IOC, NWDAFFunct i on

NWDAFFunct i on

7.2

7.2a

7.2a.1

7.2a.1.1

Void

Common information model definitions for Al/ML

management

Class diagram

Relationships
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This represents the following 10Cs: B]_ ProwyClassn
ManagedElement or — :—_~| :
SubMNetwork ’_ ManagedEntity

l'lh

“Names»

By

MLModelRepository

«Informationobjectclass»‘

“hames»
*

«InformationObjectClass» *  2.% |einformationObjectClass
MLModelCoordinationGroup MLModel

Figure 7.2a.1.1-1: Relations for common information models for AI/ML management

7.2a.1.2 Inheritance

«InformationObjectClass»
TO[:‘I

«InformationObjectClasss
MLModelRepository

«InformationObjectClass»

MLModel MLModelCoordinationGroup

‘ «InformationObjectClasss

Figure 7.2a.1.2-1: Inheritance Hierarchy for common information models for AI/ML management

7.2a.2 Class definitions

7.2a.2.1 M.-Model

7.2a.2.1.1 Definition

This 10C represents the ML model. ML model agorithm or ML model are not subject to standardization. It is name-
contained by M_Mbdel Reposi tory.

ThisM_Mbdel MOI can be created by the system (MnS producer) or pre-installed. The MnS consumer can request the
system to delete the MLModel MOI.

The MLModel contains 3 types of contexts- Tr ai ni ngCont ext , Expect edRunTi neCont ext and
RunTi meCont ext which represent status and conditions of the MLMbdel . These contexts are of ni.Cont ext
<<dataType>>, see clauses 7.4.3 and 7.5.1 for details.

It also contains areference named r et r ai ni ngEvent sMoni t or Ref which isapointer to Thr eshol dMoni t or
MOI. Thisindicatesthe list of performance measurements and the corresponding threshol ds that are monitored and used
to identify the need for re-training by the MnS Producer. After the MLMbdel MOI has been instantiated, the MnS
Consumer can request MnS producer to instantiate a Thr eshol dMoni t or MOI and update the reference in the
M_Model MOI that can be used by the MnS producer to decide on the re-training of the M_Model . The MnS producer
can be ML Training MnS producer or AI/ML Inference MnS Producer.
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7.2a.2.1.2 Attributes

Table 7.2a.2.1.2-1

Attribute name Support Qualifier |isReadable |isWritable [isInvariant [isNotifyable
F

m_Model 1d

al MLI nf er enceNane

m_Mbdel Ver si on

expect edRunTi neCont ext
trai ni ngCont ext

runTi neCont ext

support edPer f or mancel ndi cat or s
m_Capabi litiesl nfoli st
Attribute related to role

retrai ni ngEvent shbni t or Ref
al MLI nf er enceReport Ref Li st
usedByFunct i onRef Li st

|||
mm|m{m|H|{T|Tm|m
mm|m{m|m{m|m

||| |||

Tn

O|0|0| [Z|0I0IZIEIEIEIL

—|—|d
m|im|-d
T
||

7.2a.2.1.3 Attribute constraints
Table Void

None.

7.2a.2.1.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.2a.2.2 M_Model Repository

7.2a.2.2.1 Definition

The |OC M_Mbdel Reposi t ory represents the repository that contains the ML models. It is name-contained by
SubNet wor k or ManagedEl enent .

ThisM_Mbdel Reposi t ory instance can be created by the system (MnS producer) or pre-installed.

The MLMbdel Reposit ory MJ may contain one or more MLMbdel (s).

7.2a.2.2.2 Attributes

The M_Mbdel Reposi t ory IOC includes attributes inherited from TOP |OC.

7.2a.2.2.3 Attribute constraints
None.
7.2a.2.2.4 Notifications

The common notifications defined in clause 7.6 are valid for this 1OC, without exceptions or additions.
7.2a.2.3 M_Model Coor di nati onGr oup

7.2a.2.3.1 Definition

This 1OC represents the group of ML models, which can be trained and tested jointly and used to performinferencein a
coordinated way. It is name-contained by M_LMbdel Reposi tory.
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This MLM odel CoordinationGroup instance is created by the system (MnS producer) or pre-installed. The MnS
consumer can request the System to del ete the M LM odel CoordinationGroup MOI.

One ML model may have dependencies on one or more of the other ML models of the same group.

One group is associated with at least two ML models.

7.2a.2.3.2 Attributes

Table 7.2a.2.3.2-1

Attribute name Support Qualifier |isReadable |isWritable |islnvariant |isNotifyable

Attribute related to role

menber M_Model Ref Li st M T F F T
7.2a.2.3.3 Attribute constraints

None.

7.2a.2.3.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.

7.3 Void

7.3a Information model definitions for AI/ML operational phases

7.3a.1 Information model definitions for ML model training

7.3a.1.1 Class diagram

7.3a.1.1.1 Relationships

This clause depicts the set of classes (e.g. IOCs) that encapsulates the information relevant to ML model training. For
the UML semantics, see TS 32.156 [13].
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«ProwyClass»
~ |ManagedEntity
—

1

This represents the following 10Cs: B[
SubMetwork or _
ManagedFunction or " -

ManagedElement

(“names»

*]

«InformationObjectCIass»'
MLTrainingFunction

“names» “names»

*|

) 1
«InformationObjectClasss * * «Informationobjectclass» «Informatmnobjectclass»
MLTrainingRequest MLTrainingProcess MLTrainingReport

1

«Informationobjectclass».

MLModelRepositary
* 1
|ThreshoIdMonit0r
1 :x* 0.1 0.
y
«InformationObjectClass» «InformationCbjectClass»
MLModel MLModelCoordinationGroup
Figure 7.3a.1.1.1-1: NRM fragment for ML model training
7.3a.1.1.2 Inheritance
«InformationObjectClass» «InformationObjectClass»
Top ManagedFunctian
«InformationObjectCiass» «InformationObjectClass» «InformationObjectClass» «InformationObjectClass»
MLTrainingRequest MLTrainingProcess MLTrainingReport MLTrainingFunction

Figure 7.3a.1.1.2-1: Inheritance Hierarchy for ML model training related NRMs

7.3a.1.2 Class definitions
7.3a.1.2.1 M.Tr ai ni ngFuncti on

7.3a.1.2.1.1 Definition

The lOC MLTr ai ni ngFunct i on represents the function that is responsible for ML model training. The MOI of
M_Tr ai ni ngFunct i on isalso the container of the M_Tr ai ni ngRequest, M.Trai ni ngReport,
M_Tr ai ni ngProcess and Threshol dvbni t or MOI(S).

ThisM.Tr ai ni ngFunct i on instanceis created by the system (MnS producer) or pre-installed, it can only be
deleted by the system.

The Thr eshol dMoni t or containsthe list of performance measurements and the corresponding thresholds that are
monitored and used to identify the need for ML model re-training by the MnS Producer.

TheML training function represented by MLTr ai ni ngFunct i on MOI supports training of one or more
M_Model (s).
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7.3a.1.2.1.2 Attributes
Table 7.3a.1.2.1.2-1
Attribute name Support Qualifier isReadable isWritable isInvariant isNotifyable

Attribute related to role

m_Mbdel Reposi t or yRef M T E F T
7.3a.1.2.1.3 Attribute constraints
None.
7.3a.1.2.14 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.3a.1.2.2 M_Tr ai ni ngRequest

7.3a.1.2.2.1 Definition

ThelOC MLTr ai ni ngRequest represents the ML model training request that istrigered by the ML training MnS
consumer.

To trigger the ML model training process, ML training MnS consumer needs create MLTr ai ni ngRequest object
instances on the ML training MnS producer. The MLTr ai ni ngRequest MOI is contained under one
M_Tr ai ni ngFuncti on MOI.

The MLTr ai ni ngRequest MOI may represent the request for initial ML model training or re-training. For ML
model re-training, the MLTr ai ni ngRequest isassociated to one M_Mbdel for re-training asingle ML model, or
associated to one M_Mbdel Coor di nat i onGr oup.

The MLTr ai ni ngRequest hasasource to identify whereit is coming from, which is represented with
t r ai ni ngRequest Sour ce attribute. This attribute may be used by a ML Training MnS producer to prioritize the
training resources for different sources.

Each MLTr ai ni ngRequest indicates the expectedRunTimeContext that describes the specific conditions for which
the M_Mbdel should be trained.

In case the request is accepted, the ML training MnS producer decides when to start the ML model training based on
consumer requirements. Once the MnS producer decides to start the training based on the request, the ML training MnS
producer instantiates one or more ML TrainingProcess MOI (s) that are responsible to perform the followings:

- collects (more) data for training, if the training data are not available or the data are available but not sufficient
for the training;

- prepares and selects the required training data, with consideration of the consumer’s request provided candidate
training dataif any. The ML training MnS producer may examine the consumer's provided candidate training
data and select none, some or all of them for training. In addition, the ML training MnS producer may select
some other training data that are available in order to meet the consumer’s requirements for the ML model
training;

- trainsthe M_LMbdel using the selected and prepared training data.

The MLTr ai ni ngRequest may havear equest St at us field to represent the status of the specific
M.Tr ai ni ngRequest :

- Theattribute valuesare "NOT_STARTED", " IN_PROGRESS", "SUSPENDED", "FINISHED", and
"CANCELLED".

ETSI



3GPP TS 28.105 version 18.7.0 Release 18 44 ETSI TS 128 105 V18.7.0 (2025-03)

- Whenvaueturnsto " IN_PROGRESS', the ML training MnS producer instantiates one or more
M_Tr ai ni ngProcess MOI(s) representing the training process(es) being performed per the request and
notifiesthe MLT MnS consumer(s) who subscribed to the notification.

When all of the training process associated to this request are completed, the value turnsto "FINISHED".

The ML training MnS prodcuer shall delete the corresponding MLTr ai ni ngRequest instancein case of the status
valueturnsto "FINISHED" or "CANCELLED". The MnS producer may notify the status of the request to MnS
consumer after deleting MLTr ai ni ngRequest instance.

7.3a.1.2.2.2 Attributes

Table 7.3a.1.2.2.1-1

Attribute name Support Qualifier |isReadable |isWritable |islnvariant |isNotifyable
al M_I nf er enceNane CM T F F T
candi dat eTr ai ni ngDat aSour ce 0] T T F T
trai ni ngDat aQual i tyScor e (0] T T F T
trai ni ngRequest Sour ce M T T F T
request St at us M T F F T
expect edRunt i meCont ext M T T F T
per f or manceRequi r ement s M T T F T
cancel Request 0] T T F T
suspendRequest o) T T E T
Attribute related to role

m_Mbdel Ref CM T F F T
nm_Model Coor di nati onG oupRef CM T F F T
7.3a.1.2.2.3 Attribute constraints

Table 7.3a.1.2.2.3-1

Name Definition

al MLI nf er enceNane Support Qualifier  |Condition: MLTr ai ni ngRequest MOI represents the request for ML
model initial training.

nmLMbdel Ref Support Qualifier Condition: MLTr ai ni ngRequest MOI represents the request for ML
model re-training.
nm_LMbdel Coor di nati onGr oupRef Condition: ml model joint training is supported.

Support Qualifier

7.3a.1.2.2.4 Notifications

The common notifications defined in clause 7.6 are valid for this 10C, without exceptions or additions.
7.3a.1.2.3 M_Tr ai ni ngReport

7.3a.1.2.3.1 Definition

ThelOC M.Tr ai ni ngReport representsthe ML model training report that is provided by the training MnS
producer. The MLTr ai ni ngReport is associated with one M_Model or one M_Mbdel Coor di nati onGr oup.

The MLTr ai ni ngReport instanceis created by the training MnS producer automatically when creating an
M_Tr ai ni ngRequest instance.

The MLTr ai ni ngReport MOI iscontained under one MLTr ai ni ngFuncti on MOI.
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7.3a.1.2.3.2 Attributes
Table 7.3a.1.2.3.2-1
Attribute name Support isinvariant |isNotifyable
Qualifier |isReadable |isWritable
usedConsuner Tr ai ni ngDat a CM T F F T
nodel Confi dencel ndi cati on (0] T F F T
nodel Per f or manceTr ai ni ng M T F F T
ar eNewTr ai ni ngDat aUsed M T F F T
nodel Per f or manceVal i dati on (0] T F F T
Attribute related to role
trai ni ngRequest Ref CM T F F T
trai ni ngPr ocessRef M T F F T
| ast Tr ai ni ngRef CM T F F T
nmLModel Gener at edRef M T F F T
m_Mbdel Coor di nati onG oupGener at edRef CM T F F T
nLModel Ref M T E F T
7.3a.1.2.3.3 Attribute constraints
Table 7.3a.1.2.3.3-1
Name Definition
trai ni ngRequest Ref Support Qualifier Condition: Report on a training that was requested by the MnS
consumer is supported.
| ast Tr ai ni ngRef Support Qualifier Condition: This attribute is present in case of ML model re-training.
m_.Mbdel Coor di nat i onG oupGener at edRef |Condition: ML model joint training is supported.
Support Qualifier

7.3a.1.2.3.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.3a.1.2.4 M_Tr ai ni ngPr ocess

7.3a.1.2.4.1 Definition

ThelOC MLTr ai ni ngPr ocess representsthe ML model training process. When a ML model training process
dtarts, an instance of the MLTr ai ni ngPr ocess is created by the MnS Producer and notification is sent to MnS
consumer who has subscribed to it.The MnS producer can delete the MLTr ai ni ngPr ocess instance whose attribute
status equalsto "FINISHED" or or "CANCELLED" automatically.

One MLTr ai ni ngProcess MOI may beinstantiated for each MLTr ai ni ngRequest MOI or a set of
M_Tr ai ni ngRequest MOlIs.

For each M_LModel under training, aM_Tr ai ni ngPr ocess isinstantiated, i.e. an MLTr ai ni ngPr ocess is
associated with one M_Mbdel or one M_Mbdel Coor di nati onGr oup. The MLTr ai ni ngPr ocess may be
associated with one or more MLTr ai ni ngRequest MOI.

The MLTr ai ni ngPr ocess does not have to correspond to a specific MLTr ai ni ngRequest ,i.e. a

M_Tr ai ni ngRequest does not have to be associated to a specific MLTr ai ni ngPr ocess. The

MLTr ai ni ngPr ocess may be managed separately from the MLTr ai ni ngRequest MOIs, e.g. the

M_Tr ai ni ngRequest MOI may come from consumers which are network functions while the operator may wish to
manage the MLTr ai ni ngPr ocess that isinstantiated following the requests. Thus, the MLTr ai ni ngPr ocess
may be associated to either one or more MLTr ai ni ngRequest MOI.

Each MLTr ai ni ngPr ocess instance needsto be managed differently from the related M_Mbdel , although the
M_Tr ai ni ngPr ocess may be associated to only one M_Model . For example, the MLTr ai ni ngPr ocess may
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be triggered to start with a specific version of the M_Model and multiple MLTr ai ni ngPr ocess instances may be
triggered for different versions of the M_Mbdel . In either casethe MLTr ai ni ngPr ocess instances are still
associated with the same M_Mbdel but are managed separately from the M_Mbdel .

Each MLTr ai ni ngProcess hasapri ority that may be used to prioritize the execution of different
M_Tr ai ni ngPr ocess instances.

Each MLTr ai ni ngProcess may have one or more termination conditions used to define the points at which the
M_Tr ai ni ngProcess may terminate.

The"pr ogr essSt at us™ attribute represents the status of the ML model training and includes information the ML
training MnS consumer can use to monitor the progress and results. The data type of this attribute is

"ProcessMoni t or" (see 3GPP TS 28.622 [12]). The following specializations are provided for this data type for the
ML model training process:

- The"status" attribute values are "RUNNING", "CANCELLING", "SUSPENDED", "FINISHED", and
"CANCELLED". The other values are not used.

- The"ti mer" attribute is not used.

- Whenthe"status' is equal to "RUNNING" the "pr ogr ess St at el nf 0" attribute shall indicate one of the
following states: "COLLECTING_DATA", "PREPARING_TRAINING_DATA", "TRAINING".

- No specifications are provided for the "r esul t St at el nf 0" attribute. Vendor specific information may be
provided though.

When the training is completed with "st at us"” equal to "FINISHED", the MLT MnS producer provides the training
report, by creating an ML TrainingReport MOI, to the MLT MnS consumer.

7.3a.1.2.4.2 Attributes
Table 7.3a.1.2.4.2-1
Attribute name Support Qualifier isReadable isWritable islnvariant isNotifyable
priority M T T F T
term nationConditions M T T F T
progr essSt at us M T F F T
cancel Process 0] T T F T
suspendProcess 0] T T F T
Attribute related to role
trai ni ngRequest Ref CM T F F T
trai ni ngReport Ref M T F F T
nLModel Gener at edRef CM T F F T
nLMbdel Ref M T F F T
7.3a.1.2.4.3 Attribute constraints
Table 7.3a.1.2.4.3-1
Name Definition
trai ni ngRequest Ref Support Condition: Report on a training requested by the MnS Consumer is
Qualifier supported.
nmLModel Gener at edRef Support Condition: The MLTr ai ni ngPr ocess MOI is instantiated to retrain an
Qualifier existing M_Model .
7.3a.1.2.44 Notifications

The common notifications defined in clause 7.6 are valid for this 10C, without exceptions or additions.
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7.3a.1b Information model definitions for ML model testing

7.3a.1b.1  Class diagram

7.3a.1b.1.1 Relationships

This clause depicts the set of classes (e.g. |OCs) that encapsulates the information relevant to ML model testing. For the
UML semantics, see TS 32.156 [13].

Represents the following 10Cs: Iﬁ

Subnetwork or | «ProwyClass»
ManagedFunction or {'__ MLTestingEntity

ManagedElement — &%
1

Represents the following 10Cs: b‘[
MLTestingFunction or s
MLTrainingFunction [

«ProwyClass»
TestingFunction

“names» “names» “hamesx

|

«InformationObjectClass * |«InformationObjectClass «InformationObjectClass
MLTestingReguest MLTestingReport

MLTestingFunction

«InformationObjectClass»

«InformationObjectClass
MLModelCoordinationGroup

MLModel

Figure 7.3a.1b.1.1-1: NRM fragment for ML model testing

7.3a.1b.1.2 Inheritance

«InformationObjectClasse
Top

«InformationObjectClass»
ManagedFunction

«InformationObjectClasss
MLTestingRequest

«InformationObjectClass»
MLTestingReport

«InformationObjectClass»
MLTestingFunction

Figure 7.3a.1b.1.2-1: Inheritance Hierarchy for ML model testing related NRMs

7.3a.1b.2  Class definitions
7.3a.1b.2.1 MLTestingFunction

7.3a.1b.2.1.1 Definition
The ML model testing may be conducted by the ML training function, or by a separate function.

ThisM.Test i ngFunct i on instance is created by the system (MnS producer) or pre-installed, it can only be deleted
by the system.
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In case the ML model testing is conducted by a function separate from the ML training function, the IOC
M_Test i ngFunct i on isinstantiated and represents the logical function that undertakes ML model testing.

The model represented by M_Test i ngFunct i on MJ supports testing of one or more M_Mbdel (s) .

7.3a.1b.2.1.2 Attributes

The ML Test i ngFunct i on IOC includes attributes inherited from Top IOC (defined in TS 28.622 [12]) and the
following attributes:

Table 7.3a.1b.2.1.2-1

Attribute name Support Qualifier isReadable isWritable islnvariant isNotifyable

Attribute related to role

m_Model Ref M T F F E
7.3a.1b.2.1.3 Attribute constraints
None.
7.3a.1b.2.1.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.3a.1b.2.2 M.Test i ngRequest

7.3a.1b.2.2.1 Definition

ThelOC MLTest i ngRequest represents the ML model testing request that is triggered by the ML testing MnS
consumer.

To trigger the ML model testing process, ML testing MnS consumer needsto create MLTr ai ni ngRequest .

The M.Test i ngRequest MOI iscontained under one M_Test i ngFuncti on MOI or MLTr ai ni ngFuncti on
MOI which represents the logical function that conducts the ML model testing. Each M_Test i ngRequest is
associated to at least one M_Mbdel .

In case the request is accepted, the ML testing MnS producer decides when to start the ML model testing. Once the
MnS producer decides to start the testing based on the request, the ML testing MnS producer:

- collects (more) data for testing, if the testing data are not available or the data are available but not sufficient for
the testing;

- prepares and selects the required testing data;

- teststhe M_Mbdel by performing inference using the selected testing data, and

- reportsthe performance of the M_Model when it performs on the selected testing data.
TheM.Test i ngRequest may havear equest St at us field to represent the status of the request:

- Theattribute values are "NOT_STARTED", "IN_PROGRESS", "SUSPENDED", "FINISHED", and
"CANCELLED".

The ML testing MnS prodcuer shall delete the corresponding M_Test i ngRequest instance in case of the status
valueturnsto "FINISHED" or "CANCELLED". The MnS producer may notify the status of the request to MnS
consumer before deleting MLTest i ngRequest instance.
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7.3a.1b.2.2.2 Attributes

The MLTestingRequest |OC includes attributes inherited from Top 10C (defined in TS 28.622 [12]) and the following
attributes:

Table 7.3a.1b.2.2.2-1

Attribute name Support Qualifier |isReadable |isWritable |isInvariant |isNotifyable
request St at us M T F F T
cancel Request o] T T F T
suspendRequest o] T T F T
Attribute related to role
nLMbdel Ref CM T F F T
nm_LMbdel Coor di nati onG oupRef CM T F F T

7.3a.1b.2.2.3 Attribute constraints

Table 7.3a.1b.2.2.3-1

Definition
Condition: Testing of a single ML model is supported.
Condition: Joint testing is supported.

Name
nLMbdel Ref Support Qualifier
nmLModel Coor di nat i onG oupRef
Support Qualifier

7.3a.1b.2.2.4 Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.3a.1b.2.3 M.Test i ngReport

7.3a.1b.2.3.1 Definition

ThelOC M.Test i ngReport representsthe ML testing report that is provided by the ML testing MnS producer.

TheM.Test i ngReport MOI iscontained under one MLTest i ngFuncti on MOI or MLTr ai ni ngFuncti on
MOI which represents the logical function that conducts the ML model testing.

For the joint testing of a group of ML models, the ML testing report contains the testing results for every ML model in
the group.

The ML.Test i ngReport instanceis created by the ML testing MnS producer and notification is sent to ML testing
Consumer who has subscribed to it.

7.3a.1b.2.3.2 Attributes

The MLTestingReport represents the report for the ML model testing that was requested by the MnS consumer (via
MLTestingRequest MQOI). The IOC includes attributes inherited from Top IOC (defined in TS 28.622 [12]) and the
following attributes:

Table 7.3a.1b.2.3.2-1

Attribute name Support Qualifier |isReadable |isWritable |islnvariant |isNotifyable
nodel Per f or manceTest i ng M T F F T
mLTesti ngResul t M T F F T
Attribute related to role
t esti ngRequest Ref CM T F F T
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7.3a.1b.2.3.3 Attribute constraints

Table 7.3a.1b.2.3.3-1

Name Definition
t esti ngRequest Ref Support Qualifier |Condition: Report on a testing requested by the MnS consumer is
supported.

7.3a.1b.2.3.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.3a.2 Information model definitions for AlI/ML inference emulation

7.3a.2.1 Class diagram

7.3a.2.1.1 Relationships

Represents the following I0Cs: }
SubNetwork or | «ProxyClass»
ManagedFunction or ‘ ManagedEntity

Managed Element
1

«names»

*

«InformationObjectClass»
AlMLInferenceEmulationFunction

1

«names»
*

«InformationObjectClass»
AMLInferenceReport

Figure 7.3a.2.1.1-1: NRM fragment for AI/ML inference emulation control

7.3a.2.1.2 Inheritance

«InformationObjectClass»
ManagedFunction

«InformationObjectClass»
AlMLInferenceEmulationFunction

Figure 7.3a.2.1.2-1: AI/ML inference emulation Inheritance Relations
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7.3a.2.2 Class definitions
7.3a.2.2.1 Al M_I nf er enceEnul ati onFuncti on

7.3a.2.2.1.1 Definition

This |OC represents the properties of afunction that undertakes AI/ML Inference Emulation.

This Al MLI nf er enceEnul at i onFuncti on instance is created by the system (AlI/ML inference emulation MnS
producer) or pre-installed, it can only be deleted by the system.

An Al MLl nf erenceEmul ati onFuncti on may be associated with one or more M_Model (s).
Al MLI nf er enceFunct i on is name contained with Al MLl nf er enceEmnul at i onReport (s) that deliversthe
outcomes of the emulation processes.

NOTE: The way of triggering of an Al/ML inference emulation and the instantiation of the related AI/ML
inference emulation processis not in the scope of the present document.

7.3a.2.2.1.2 Attributes

The Al MLI nf er enceEnul at i onFuncti on 10C includes attributes inherited from ManagedFuncti on IOC
(defined in TS 28.622 [30]).

7.3a.2.2.1.3 Attribute constraints
None.
7.3a.2.2.1.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.3a.3 Information model definitions for ML model deployment

7.3a.3.1 Class diagram

7.3a.3.1.1 Relationships

This clause depicts the set of classes (e.g. |0Cs) that encapsul ates the information relevant to ML model loading. For
the UML semantics, see TS 32.156 [13].

«InformationObjectClass»
AlMLInferenceFunction

-

«names» [«names» —{xor},

\
|

«InformationCbjectClass» 7 % | «nformationObjectClass» | * ! «InformationObjectClass»

MLModelLoadingRequest MLModelLoadingProcess MLModelLoadingPolicy
\ 1

1 1

r .
«InformationObjectClass»

MLModel

“hames»

Figure 7.3a.3.1.1-1: NRM fragment for ML model loading
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7.3a.3.1.2 Inheritance

«InformationObjectClasss»
Top

«InformationObjectClass»
MLModelLoadingProcess

«InformationObjectClasss
MLModelloadingRequest

«InformationObjectClasss»
MLModelloadingFolicy

Figure 7.3a.3.1.2-1: Inheritance Hierarchy for ML model loading related NRMs

7.3a.3.2 Class definitions
7.3a.3.2.1 M_Mbdel Loadi ngRequest
7.3a.3.2.1.1 Definition

This IOC represents the ML model loading request that is created by the MnS consumer. Using this1OC, the MnS
consumer requests the MnS producer to load an ML model to the target inference function.

To trigger the ML model loading process, MnS consumer has to create M_Mbdel Loadi ngRequest object instances
on the MnS producer.

This| OC hasar equest St at us field to represent the status of the request:

- Theattribute valueisone of "NOT_STARTED", "IN_PROGRESS", "SUSPENDED", "FINISHED_SUCCESS
", FINISHED_FAILED" and "CANCELLED".

- Whenvalueturnsto "IN_PROGRESS', the MnS producer instantiates one or more
M_Model Loadi ngPr ocess MOI(s) representing the loading process(es) being performed per the request
and notifies the MnS consumer(s) who subscribed to the notification.

The MnS prodcuer shall delete the corresponding M_Model Loadi ngRequest instancein case of the status value
turnsto "FINISHED" or "CANCELLED".

7.3a.3.2.1.2 Attributes

Table 7.3a.3.2.1.2-1

Attribute name Support Qualifier |isReadable |isWritable |islnvariant |isNotifyable
request St at us M T F F T
cancel Request o] T T F T
suspendRequest 0 T T F T
Attribute related to role
nLModel ToLoadRef M T F F T

7.3a.3.2.1.3 Attribute constraints
None.
7.3a.3.2.1.4 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
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7.3a.3.2.2 M_Model Loadi ngPol i cy

7.3a.3.2.2.1 Definition

This 10C represents the ML model loading policy set by the MnS consumer to the producer for loading an ML model to
the target inference function(s).

To specify ML model loading policy for one or muiltiply ML models, MnS consumer needs to create
M_Mbdel Loadi ngPol i cy object instances.

To remove ML model loading policy for one or muiltiply ML models, MnS consumer needs to delete
M_Mbdel Loadi ngPol i cy object instances.

This1OC is used for the MnS consumer to set the conditions for the producer-initated ML model loading. The MnS
producer is only allowed to load the ML model when all of the conditions are met.

7.3a.3.2.2.2 Attributes
Table 7.3a.3.2.2.2-1
Attribute name Support Qualifier isReadable isWritable isInvariant isNotifyable
al MLI nf er enceNane CM T T F T
pol i cyFor Loadi ng M T T E T
Attribute related to role
nLMbdel Ref CM T F F F
7.3a.3.2.2.3 Attribute constraints
Table 7.3a.3.2.2.3-1
Name Definition
al M| nf er enceNane Support Qualifier |Condition: The ML model loading policy is related to an initially trained ML
model.
nm_Mbdel Ref Support Qualifier Condition: The ML model loading policy is related to a re-trained ML model.
7.3a.3.2.24 Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.
7.3a.3.2.3 M_Model Loadi ngPr ocess

7.3a.3.2.3.1 Definition
This |OC represents the ML model loading process.

For the consumer requested ML model loading, one or more M_Mbdel Loadi ngPr ocess MOI(s) may be
instantiated for each ML model loading request presented by the M_Mbdel Loadi ngRequest MOI.

For the producer-initiated ML model loading, one or more M_Model Loadi ngPr ocess MOI(s) may be instantiated
and associated with each M_LMbdel Loadi ngPol i cy MOI.

One M_Model Loadi ngPr ocess MOI represent the ML model loading process(es) corresponding to one or more
target inference function(s).

The"pr ogr essSt at us" attribute represents the status of the ML model loading process and includes information the
MnS consumer can use to monitor the progress and results. The datatype of this attributeis"Pr ocessMoni t or" (see
3GPP TS 28.622[12]). The following specializations are provided for this data type for the ML model loading process:

- The"status" attribute values are "RUNNING", "CANCELLING", "SUSPENDED", "FINISHED", and
"CANCELLED". The other values are not used.
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- The"ti mer" attribute is not used.

- Whenthe"status' is equal to "RUNNING" the "pr ogr ess St at el nf 0" attribute shall indicate one of the
following state: "LOADING".

- No specifications are provided for the"r esul t St at el nf 0" attribute. Vendor specific information may be
provided though.

When the loading is completed with "st at us" equal to "FINISHED", the MnS producer creates the MOI(s) of loaded
M_Model under each MOI of the target inference function(s).

When aML model loading process starts, an instance of the M_LMbdel Loadi ngPr ocess is created by the MnS
Producer and notification is sent to MnS consumers who have subscribed to it. The MnS producer can delete the
M_Model Loadi ngPr ocess instance whose attribute status equalsto "FINISHED" or or "CANCELLED"
automatically.

7.3a.3.2.3.2 Attributes
Table 7.3a.3.2.3.2-1
Attribute name Support Qualifier isReadable isWritable isInvariant isNotifyable
progressSt at us M T F F T
cancel Process 0 T T F T
suspendProcess 0] T T F T
Attribute related to role
nm_LModel Loadi ngRequest R CM T F F T
ef
nLMbdel Loadi ngPol i cyRe CM T F F T
f
| oadedM_Model Ref M T F F T
7.3a.3.2.3.3 Attribute constraints
Table 7.3a.3.2.3.3-1
Name Definition
nm_LMbdel Loadi ngRequest Ref Support |Condition: The M_LMbdel Loadi ngPr ocess MOI is corresponding to the
Qualifier ML model loading requested by the MnS consumer.
nmLMbdel Loadi ngPol i cyRef Support |Condition: The M_LMbdel Loadi ngPr ocess MOI is corresponding to the
Qualifier ML model loading initiated by the MnS producer.
7.3a.3.2.34 Notifications

The common notifications defined in clause 7.6 are valid for this |OC, without exceptions or additions.
7.3a.4 Information model definitions for ML inference

7.3a.4.1 Class diagram

7.3a.4.1.1 Relationships
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Represents the IOCs: b'[
SubMetwork or _ «ProxyClass»
ManagedFunction or "_ ~ |MLUpdateEntity

ManagementFunction

1

“hamess

4

«Infurmatinnﬂbjectclass».
MLUpdateFunction

«names»Aes» \zmes»

«Infurmatiunﬂbjectclass». * «Infcrmatmn@bjectclass» «Infcrmatmn@bjectclass»
MLUpdateProcess MLUpdateReport

MLUpdateRequest

«InformationObjectClasss

MLModel

Figure 7.3a.4.1.1-1: NRM fragment for ML update

Represents the 10Cs:
DMROFunction or

DLBOFunction or «ProxyClass»
DESManagementFunction or ManagedEntity|
MDAFunction or +
AnLFFunction 1

I «names»
* || * *
. | . .
«InformationObjectClass»| ¥ * «ProxyClass» * * |«InformationCbjectClasss»
MLModel AMLSUpportedFunction AlMLInferenceFunction
1% 1
«names»
* *

«InformationCbjectClass»
AlMLINferenceReport

Represents the IOCs:
ManagedElement or
SubMetwork or
ManagedFunction

NOTE 1: TheManagedEnt ity and Al MLSupport edFunct i on shall not represent the same MOI.

NOTE 2: For AnLFFunction, DMROFunction, DLBOFunction, and DESManagementFunction see [18] and for

MDAFunction see [2].

Figure 7.3a.4.1.1-2: NRM fragment for AI/ML inference function
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7.3a.4.1.2 Inheritance

«InformationObjectClass»
Top

«InformationObjectClass=»
ManagedFunction

«InformationObjectClass »
MLUpdateRequest

«InformationObjectClass»
MLUpdateProcess

«InformationObjectClass»
MLUpdateReport

«InformationObjectClass =
MLUpdateFunction

Figure 7.3a.4.1.2-1: Inheritance Hierarchy for ML update related NRMs

«InformationObjectClass»

Top ManagedFunction
«InformationObjectClass» «InformationObjectClass»
AlMLInferenceReport AlMLInferenceFunction

Figure 7.3a.4.1.2-2: Inheritance Hierarchy for AI/ML inference function

7.3a.4.2 Class definitions

7.3a.4.2.1 M.Updat eFuncti on

7.3a.4.2.1.1 Definition

This 10C represents the function responsible for ML update.
ThisM_Updat eFunct i on instance can be created by the system or pre-installed.

The MOI of M_Updat eFunct i on is name-contained in an MOI of either asubnet wor k, ananagedFunct i on
or amanagemnent Functi on.

The M_Updat eFunct i on isbe associated with one or more ML models.

The M.Updat eFunction contains one or more M.UpdateRequest(s)as well as one or more
M.Updat eProcess(s), where an M.Updat eProcess s instantiated corresponding to one received
M_.Updat eRequest .

7.3a.4.2.1.2 Attributes

The M_Updat eFunct i on I1OC includes attributes inherited from ManagedFunct i on 10C (defined in TS 28.622
[12]) and the following attributes:

Table 7.3a.4.2.1.2-1

Attribute name Suppqrt isReadable isWritable isinvariant isNotifyable
Qualifier
avai | M_Capabi | i t yReport M T F F F
Attributes related to Role
m_Model Ref M T F F F
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7.3a.4.2.1.3 Attribute constraints
None.
7.3a.4.2.1.4 Notifications

The common notifications defined in clause 7.6 are valid for this 10C, without exceptions or additions.

7.3a.4.2.2 M.Updat eRequest

7.3a.4.2.2.1 Definition

This 10C represents the properties of M_Updat eRequest .

For each request to update the ML capabilities, a consumer creates a new MOI of M_Updat eRequest on the
M_Updat eFuncti on,i.e, MUpdat eRequest isinstantiated for each request for updating ML capabilities:

Each M_Updat eRequest isassociated to at least one M_Model

EachM_Updat eRequest may haveaRequest St at us field that isused to track the status of the specific
M.Updat eRequest ortheassociated M_Updat ePr ocess. TheRequest St at us isupdated by MnS
producer when there is a change in status of the update progress. The Request St at us isan enumeration
with the values:. NOT_STARTED, IN_PROGRESS, CANCELLING, SUSPENDED, FINISHED, and
CANCELLED

Each M.Updat eRequest may contain specific reporting requirements including an
nmLUpdat eRepor ti ngPer i od that defines the time duration upon which the MnS consumer expects the
ML update isreported. The reporting requirements contained in the M_Updat eRequest are mapped to
an existing M_LUpdat ePr ocess instance.

The MLUpdat eRequest may specify aper f or manceGai nThr eshol d which defines the minimum
performance gain that shall be achieved with the capability update. This implies that the difference in the
performances between the existing capabilities and the new capabilities needs to be at least
per f or manceGai nThr eshol d, otherwise the new capabilities shall not be applied. A threshold of
per f or manceGai nThr eshol d=0% implies that the capabilities should be applied even if there is no
noticeable performance gain.

The M_LUpdat eRequest may indicates the maximum time that should be taken to complete the update.

To trigger the ML update process, MnS consumer needs to create M_Updat eRequest instances onthe MnS

producer.

The MnS prodcuer shall delete the corresponding M_Updat eRequest instance in case of the status value turnsto
"FINISHED" or "CANCELLED".

7.3a.4.2.2.2 Attributes

TheM.Updat eRequest I0C includesattributesinherited from Top IOC (defined in TS 28.622 [30]) and thefollowing

attributes:
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Table 7.3a.4.2.2.2-1

Support

Attribute name Qualifier

isReadable isWritable isinvariant isNotifyable

per f or manceGai nThr eshol d
newCapabi | i t yVersi onld
updat eTi neDeadl i ne
request St at us

m_Updat eReporti ngPeri od
cancel Request
suspendRequest

Attributes related to Role
m_Updat ePr ocessRef
nLModel Ref Li st

T T T F

O|0|0|Z|0|0|0
|||
|||
mimmim| (4
||| 7|7

Tm
T
Tm

=

7.3a.4.2.2.3 Attribute constraints

None.

7.3a.4.2.2.4 Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.3a.4.2.3 M_Updat ePr ocess

7.3a.4.2.3.1 Definition

This OC represents the ML update process.

For each M_Updat eRequest to update the ML capabilities, the M_Updat ePr ocess is instantiated for the
M_Updat eRequest unless the M_Updat eRequest is associated with an ongoing M_Updat ePr ocess if the
M_Updat eProcess is updating the same MLModel(s) as stated in the M_Updat eRequest i.e, the
M_Updat ePr ocess is associated with at least one M_Updat eRequest . Relatedly, the M_Updat ePr ocess is
associated with at least one M_Mbdel .

- EachM_.Updat ePr ocess may have a status attribute (i.e., progressStatus) used to indicate progress status
of theupdate process.

- TheM.Updat ePr ocess has the capability of compiling and delivering reports and notifications relating
to the ML update request or process.

When aML update process starts, an instance of the MLUpdat ePr ocess iscreated by the MnS Producer and informed
to MnS consumer who has subscribed to it. The MnS producer can delete the M_Updat ePr ocess instance whose
attribute status equals to "FINISHED" or or "CANCELLED".

7.3a.4.2.3.2 Attributes

TheM_Updat ePr ocess 10C includes attributesinherited from Top 10C (defined in TS 28.622[30]) and the following
attributes:
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Table 7.3a.4.2.3.2-1

Support

Attribute name o isReadable isWritable isinvariant isNotifyable
Qualifier
cancel Process o] T T F T
suspendProcess (0] T T F T
progressStat us M T F F T

Attributes related to Role

nmLModel Ref Li st

M
m_Updat eRequest Ref Li st M T F F T
nmLUpdat eRepor t Ref M

7.3a.4.2.3.3 Attribute constraints
None.
7.3a.4.2.3.4 Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.3a.4.2.4 M_Updat eReport

7.3a.4.2.4.1 Definition

This IOC represents the properties of M_Updat eReport .

The ML update process may generate one or more M_Updat eReport (s).

Each M_Updat eReport isassociated to oneor more M_LMbdel (s) toindicate ML modelsthat have been
updated.

TheM_Updat eReport may indicate the achieved performance gain for the specific ML capability update,
which isthe gain in performance of the new capabilities compared with the original capabilities.

M_Updat eReport provides reports about M_LModel (s) or MLUpdat ePr ocess(s) that themselves
are associated with M_Model ('s) for which update is requested and/or executed. Correspondingly, both
the M_LUpdat eRequest (s) and the M_Updat ePr ocess(s) are conditionally mandatory in that at
least one of them must be associated with an instance of M_Updat eReport .

The M_Updat eReport instance can be created by the MnS producer when creating an M_Updat eRequest

instance.

When the MnS producer delete a M_Updat eRequest instance, the corresponding M_Updat eReport instanceis
also deleted by MnS producer.

7.3a.4.2.4.2 Attributes

Table 7.3a.4.2.4.2-1

Attribute name Suppgrt isReadable isWritable islnvariant isNotifyable
Qualifier
updat edM.Capabi l ity M T E E =
Attributes related to Role
nLModel Ref Li st M T F F F
nmLUpdat ePr ocessRef M T F F F
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7.3a.4.2.4.3 Attribute constraints
None.
7.3a.4.2.4.4 Notifications

The notifications specified for the IOC using this <<datatype>> for its attribute(s), shall be applicable.

7.3a.4.2.5 Al MLI nf er enceFuncti on

7.3a.4.25.1 Definition

This |OC represents the common properties of the AI/ML inference function.
ThisAl MLI nf er enceFunct i on instance can be created by the system or pre-installed.

The Al MLI nf erenceFunction MOI may be associated with one or more MOIs that represent the
functiong/functionalities (Note) provided by the subject Al M_I nf er enceFuncti on MOI.

The Al MLI nf er enceFuncti on MOI can be only created by the MnS producer but not consumer.

The MOI of Al MLI nf er enceFuncti on or the MOI of the IOC inheriting from the Al MLI nf er enceFunct i on
IOC contains one or more MOI(s) of M_LMbdel .

NOTE: ThelOCs representing the functions/functionalities (Note) that use the AI/ML inference function include
MDAFunct i on, AnLFFunction, DMROFunction, DLBOFunction, and
DESManagenent Functi on.

The Al MLI nf er enceFuncti on MOI may be contained by either a SubNetwork MOI, a ManagedElement MOI, or
an MOI of ManagedFunction’s subclass, and it is allowed for an MnS producer to support multiple

Al MLI nf er enceFuncti on MOIscontained in different superordinated MOIls among SubNetwork,

M anagedElement and the M anagedFunction’ s subclass.

The generation of inference outputsis based on the configuration of inference, e.g., to start a stated time, or to be executed
at all times. The observations of the inference function and information on derived Outputs is registered in the inference
report.

7.3a.4.2.5.2 Attributes

Table 7.3a.4.2.5.2-1

Attribute name Suppgrt isReadable isWritable isInvariant isNotifyable
Qualifier
activationStatus M T T F T
managedAct i vati onScope (0] T T F T
Attributesrelated torole
usedByFunct i onRef Li st M T E E T
nmLMbdel Ref Li st M T F T T
7.3a.4.25.3 Attribute constraints
None.
7.3a.4.254 Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.
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7.3a.4.2.6 Al MLI nf er enceReport
7.3a.4.2.6.1 Definition

This IOC represents areport from a Al/ML Inference.

An Al M_I nf er enceFunct i on may generate one or more Al MLI nf er enceReport (s).

Each Al MLI nf er enceReport providesinformation about inference outputs from one or more M_Model .
The Al MLI nf er enceReport aso provides historical inference outputs for a series of time stamps.

The Al MLI nf er enceReport instance can be created by the MnS producer when creating an
Al MLI nf er enceFuncti on instance.

7.3a.4.2.6.2 Attributes

The Al MLI nf er enceReport includes inherited attributes from Top 10C (defined in TS28.622 [12] ) and the
following attributes:

Support

Attribute name o isReadable isWritable isInvariant isNotifyable
Qualifier

i nf erenceQut put s M T F F T
Attributesrelated torole
nm_Model Ref M T F F T
7.3a.4.2.6.3 Attribute constraints
None.
7.3a.4.2.6.4 Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.4 Data type definitions
7.4.1 Model Per f or mance <<dat aType>>
74.1.1 Definition

This data type specifies the performance of an ML model when performing training and inference. The performance
scoreis provided for each inference output.

7.4.1.2 Attributes
Table 7.4.1.2-1

Attribute name Support Qualifier |isReadable |isWritable |isInvariant |isNotifyable
i nf er enceQut put Nane M T T/F (NOTE) F T
per f or manceScor e M T T/F (NOTE) F T
per f ormanceMetric M T T/F (NOTE) F T
deci si onConfi denceScor e o] T F F T
NOTE: The isWritable qualifier is “T” if the attribute is used in MLTrainingRequest. The isWritable qualifier is "F"

otherwise.
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7.4.1.3 Attribute constraints
None.
7414 Notifications

The notifications specified for the IOC using this <<dataType>> for its attribute(s), shall be applicable.

7.4.2 Void
7.4.3 M_Cont ext <<dat aType>>
7.4.3.1 Definition

The MLCont ext represents the status and conditions related to the M_LMbdel . There are three types of context - the
Expect edRunTi neCont ext , thet r ai ni ngCont ext andthe RunTi meCont ext, seeclause7.5.1for details

of each type.
7.4.3.2 Attributes
Table 7.4.3.2-1
Attribute name Support Qualifier |isReadable |isWritable |islnvariant |isNotifyable
i nf erenceEntit yRef CM T F E E
dat aPr ovi der Ref M T F F E
7.4.3.3 Attribute constraints
Table 7.4.3.3-1
Name Definition

inferenceEntityRef Support Qualifier Condition: is supported for expectedRunTimeContext or runTimeContext.

7.4.3.4

The notifications specified for the IOC using this <<dataType>> for its attribute(s), shall be applicable.

Notifications

7.4.4 Support edPer f | ndi cat or <<dat aType>>

74.4.1 Definition

This data type specifies a Performance indicator of an ML model. The data type may be used to indicate which
performance indicators shall be applicable to either of training, testing or inference.
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7.4.4.2 Attributes
Table 7.4.4.2-1
Attribute name Support islnvariant |isNotifyable
Qualifier isReadable |isWritable
per f or mancel ndi cat or Nane M T F F T
i sSupport edFor Tr ai ni ng CM T F F T
i sSupport edFor Testi ng CM T F F T
7443 Attribute constraints
Table 7.4.4.3-1
Name Definition
i sSuppor t edFor Tr ai ni ng Condition: if the performance indicator named per f or mancel ndi cat or Nane is
Support Qualifier applicable for training, the i sSuppor t edf or Tr ai ni ng must be stated
i sSuppor t edFor Testi ng Condition: if the performance indicator named per f or mancel ndi cat or Nane is
Support Qualifier applicable for testing, the i sSupport edFor Test i ng must be stated
7.4.4.4 Notifications

The notifications specified for the |OC using this <<dataType>> for its attribute(s), shall be applicable.
7.45 Avail M.Capabi lityReport <<dataType>>

7.45.1 Definition
This dataType represents the the report of available ML capabilities following the update for specific ML capability(es).

- The ML update process may generate one or moreavai | ML.Capabi | i t yReport (s), whichindicateto the
consumer that new ML capability(es) is/are available and can be applied.

- Eachavai | M.Capabi | i t yReport isassociated to one or more M_Mbdel ('s) and may indicate the one or
more M_Model ('s) towhich it applies.

- Theavai |l M.Capabi | i t yReport may include CapabilityVersions which indicate that there are multiple
candidate sets of available ML capabilities with a different version number for each set.

- Theavai | M.Capabi | i t yReport may include the expectedPerformanceGains, which provides information on
the expected performance gain if/when the ML capabilities of the respective network function are updated with/to the
specific set of newly available ML capabilities.

7.45.2 Attributes
The Avai | MLCapabi | i t yReport includesthe following attributes:
Table 7.4.5.2-1Attribute name Support isReadab | . \v\iobie |isinvariant | [SNotifyab
Qualifier le le

avai | M_Capabi | i t yReport| D M T F F T
mLCapabi | i tyVersi onld M T F E T
expect edPer f or manceGai ns (0] T F E T
Attributes related to Role
mLModel Ref M T F = T
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The notifications specified for the IOC using this <<datatype>> for its attribute(s), shall be applicable.

7.4.6

7.46.1 Definition

This data type represents the properties of a policy for AI/ML management.

Al M_LManagenent Pol i cy <<dat aType>>

7.4.6.2 Attributes
Table 7.4.6.2-1
Attribute name Support Qualifier |isReadable |isWritable |islnvariant |isNotifyable
t hreshol dLi st M T T F T
managedAct i vat i onScope M T T E T

7.4.6.3 Attribute constraints
None.
7.46.4 Notifications

The notifications specified for the |OC using this <<dataType>> for its attribute(s), shall be applicable.

7.4.7

7.4.7.1 Definition

ManagedAct i vati onScope <<choi ce>>

This<<choi ce>> defines the scopes for activating or deactivating the ML Inference function. It is a choice between
the scopes parameter required for the activation or deactivation.

7.4.7.2 Attributes
Table 7.4.7.2-1
Attribute name Support Qualifier | isReadable | isWritable | isInvariant |isNotifyable
CHOICE_1.1 dNLi st CM T T F T
CHOICE_1.2 ti neW ndow CM T T F T
CHOICE_1.3 geoPol ygon CM T T F T
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7.4.7.3 Attribute constraints

Table 7.4.7.3-1

Definition
Condition: if the sub scope is per list of managed elements (e.g., DN list)
Condition: if the sub scope is per list of time window.

Name
dNLi st Support Qualifier CM
t i meW ndow Support Qualifier

CM

geoPol ygon Support Qualifier Condition: if the sub scope is per list of GeoArea.
CM

7.4.7.4 Notifications

The notifications specified for the IOC using this <<dataType>> for its attribute(s), shall be applicable.

7.4.8. M.Capabi | ityl nfo <<dat aType>>

7.4.8.1. Definition

This dataType represents information about what the ML model can make inference for. The capabilityName
is used as the identifier for the ML capability.

7.4.8.2 Attributes

The M_Capabi | i tyl nfo <<dat aType>> includes the following attributes:

Attribute name Suppgrt isReadable isWritable isInvariant isNotifyable
Qualifier
al MLI nf er enceNane M T F F T
capabi | i t yNane o] T F F T
m_Capabi |l i t yParaneters (0] T F F T

7.4.8.3

None.

7.48.4

The notifications specified for the |OC using this <<dataType>> for its attribute(s), shall be applicable.

7.4.9

7.49.1 Definition

Notifications

Attribute constraints

| nf erenceQut put <<dat aType>>

This dataType represents the properties of the content of an inference output.

The inference output contains a time stamp which indicates the time at which the inference output is generated.

7.49.2 Attributes

Thel nf er enceQut put

includes the following attributes:
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Attribute name Suppgrt IsReadabl isWritable isinvariant IsNotifyab
Qualifier e le
i nferenceQutputld M T [ [= T
al MLI nf er enceNane M T [= E T
i nf erenceCut put Ti ne M T F F T
i nf erencePer f or mance 0 T E E T
out put Resul t M T S E T
NOTE: The relation between the Output and Outputs of other instances like MDA is not addressed in the present
document
7.49.3 Attribute constraints
None.
7.49.4 Notifications

The notifications specified for the IOC using this <<datatype>> for its attribute(s), shall be applicable.
7.4.10 Al M.I nf erenceNane <<choi ce>>

7.4.10.1 Definition

This <<choice>> represents the type of inference that the ML model supports.

7.4.10.2 Attributes

Attribute name SUDPC.)” e isWritable isInvariant EiobE
Qualifier le le
CHO CE_1.1 nDAType M T T F T
CHO CE_2.1 nwdaf Anal yti csType M T T F T
CHO CE_3. 1 ngRanl nf erenceType M T T F T
CHO CE_4. 1 vSExt ensi onType (0] T T F T
7.4.10.3 Attribute constraints
Name Definition
CHO CE_1.1 nDAType This attribute shall be supported, when the MnS producer supports
management of Al/ML inference for MDA
CHO CE_2.1 nwdaf Anal yti csType This attribute shall be supported, when the MnS producer supports
management of Al/ML inference for NWDAF
CHA CE_3. 1 ngRanl nferenceType This attribute shall be supported, when the MnS producer supports
management of AIML inference for NG-RAN
CHO CE_4.1 vSExtensi onType This attribute shall be supported, when the MnS producer supports a
management activity for an ML model with inference name is vendor's
specific extensions

7.4.10.4 Notifications

The notifications specified for the |OC using this <<datatype>> for its attribute(s), shall be applicable.
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7.4a Enumerations

7.4a.1 NgRanl nf erenceType <<enumeration>>

Table 7.4a.1-1: <<enumeration>> NgRan| nf er enceType

Enumeration value Description
"NG_RAN_NETWORK_ENERGY_SAVING" Indicates that the NgRanInferenceType for the
Network Energy Saving defined in TS 38.300 [16]
"NG_RAN_LOAD_BALANCING" Indicates that the NgRanlInferenceType for Load
Balancing defined in TS 38.300 [16]
"NG_RAN_ MOBILITY_OPTIMIZATION" Indicates that the NgRanInferenceType for the
Mobility Optimization defined in TS 38.300 [16]

7.5 Attribute definitions

7.5.1  Attribute properties

Table 7.5.1-1
Attribute Name Documentation and Allowed Values Properties
nm_Mbdel I d It identifies the ML model. type: String
It is unique in each MnS producer. multiplicity: 1
isOrdered: N/A
allowedValues: N/A. isUnique: N/A

defaultValue: None
isNullable: False
candi dat eTr ai ni ngDat aSour ce |It provides the address(es) of the candidate training |type: String

data source provided by MnS consumer. The multiplicity: *
detailed training data format is vendor specific. isOrdered: False
isUnique: True
allowedValues: N/A. defaultValue: None
isNullable: False
al MLI nf er enceNane It indicates the type of inference that the ML model |type: AIMLInferenceName
supports. multiplicity: 1
isOrdered: N/A
allowedValues: see clause 7.4.10 isUnique: N/A

defaultValue: None
isNullable: False
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Attribute Name

Documentation and Allowed Values

Properties

mDAType It indicates the type of inference that the ML model |type: MDAType (TS 28.104
for MDA supports. [2])
multiplicity: 1
The detailed definition and corresponding allowed  |isOrdered: N/A
values for mDAType see TS 28.104 [2]. isUnique: N/A
defaultValue: None
isNullable: False
nwdafAnalyticsType It indicates the type of inference that the ML model |type: NwdafEvent (TS

for NWDAF supports.

The detailed definition and corresponding allowed
values for nwdafAnalyticsID see NwdafEvent in TS
29.520 [20].

29.520 [20])
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

ngRaninferenceType

It indicates the type of inference that the ML model
for NG-RAN supports.

The detailed definition and corresponding allowed
values for ngRanInferenceType see clause 7.4a.1

type: NgRanlInferenceType
multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None
isNullable: False

vSExtensionType

It indicates the type of inference that is vendor's
specific extension.

allowedValues: N/A.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

usedConsurmer Tr ai ni ngbDat a

It provides the address(es) where lists of the
consumer-provided training data are located, which
have been used for the ML model training.

allowedValues: N/A.

type: String
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

trai ni ngRequest Ref

It is the DN(s) of the related MLTr ai ni ngRequest
MOI(s).

type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

t rai ni ngPr ocessRef

It is the DN(s) of the related M_Tr ai ni ngPr ocess
MOI(s) that produced the MLTr ai ni ngReport.

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

trai ni ngReport Ref

It is the DN of the MLTr ai ni ngReport MOI that
represents the reports of the ML model training.

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

| ast Tr ai ni ngRef

It is the DN of the MLTr ai ni ngReport MOI that
represents the reports for the last training of the ML
model(s).

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nodel Confi dencel ndi cati on

It indicates the average confidence value (in unit of
percentage) that the ML model would perform for
inference on the data with the same distribution as
training data.

Essentially, this is a measure of degree of the
convergence of the trained ML model.

allowedValues: { 0..100 }.

type: Integer
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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Attribute Name Documentation and Allowed Values Properties
trai ni ngRequest Sour ce It identifies the entity that requested to instantiate  |type: <<Choice>>
the MLTr ai ni ngRequest MOIL. multiplicity: 1
This attribute is the DN of a managed entity, isOrdered: N/A
otherwise, it is a String. isUnique: N/A

defaultValue: None
isNullable: False

M_Tr ai ni ngRequest . r equest St a |It describes the status of a particular ML model type: Enum
tus training request. multiplicity: 1
allowedValues: NOT_STARTED, IN_PROGRESS, |[isOrdered: N/A
CANCELLING, SUSPENDED, FINISHED, and isUnique: N/A
CANCELLED. defaultValue: None
isNullable: False
nmLTr ai ni ngProcessl d It identifies the training process. type: String
It is unique in each instantiated process in the MnS  |multiplicity: 1
producer. isOrdered: N/A
isUnique: N/A
allowedValues: N/A. defaultValue: None
isNullable: False
priority It indicates the priority of the training process. type: Integer
The priority may be used by the ML model training |multiplicity: 1
to schedule the training processes. Lower value isOrdered: N/A
indicates a higher priority. isUnique: N/A
defaultValue: 0
allowedValues: { 0..65535 }. isNullable: False
term nati onCondi tions It indicates the conditions to be considered by the  |type: String
ML training MnS producer to terminate a specific multiplicity: 1
training process. isOrdered: N/A
isUnique: N/A
allowedValues: N/A. defaultValue: None
isNullable: False
progr essSt at us It indicates the status of the process. type: ProcessMonitor

allowedValues: N/A.

multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

M.Updat ePr ocess. cancel Proces

S

It allows the ML update MnS consumer to cancel the
ML update process.

Setting this attribute to "TRUE" cancels the ML
update process. Setting the attribute to "FALSE" has
no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M.Updat ePr ocess. suspendPr oce

SS

It allows the ML update MnS consumer to suspend
the ML update process.

Setting this attribute to "TRUE" suspends the ML
update process. The process can be resumed by
setting this attribute to “FALSE” when it is
suspended. Setting the attribute to "FALSE" has no
observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

nLMbdel Ver si on

It indicates the version number of the ML model.

allowedValues: N/A.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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Attribute Name Documentation and Allowed Values Properties
per f or manceRequi rement s It indicates the expected performance for a trained |type: ModelPerformance
ML model when performing on the training data. multiplicity: *

allowedValues: N/A.

isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

nodel Per f or manceTr ai ni ng

It indicates the performance score of the ML model
when performing on the training data.

allowedValues: N/A.

type: ModelPerformance
multiplicity: *

isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

M_Tr ai ni ngPr ocess. progr essSt
atus. progressStatelnfo

It provides the following specialization for the
“progressStatelnfo” attribute of the “ProcessMonitor*
data type for the

“M_Tr ai ni ngPr ocess. progressSt at us”.

When the ML model training is in progress, and the "
mLTrainingProcess.progressStatus.status " is equal
to "RUNNING", it provides the more detailed
progress information.

allowedValues for "
mLTrainingProcess.progressStatus.status " =
"RUNNING":
- “COLLECTING_DATA"
- “PREPARING_TRAINING_DATA"
- “TRAINING” + DN of the MLModel being
trained

The allowed values for "
mLTrainingProcess.progressStatus.status " =
"CANCELLING" are vendor specific.

The allowed values for "
mLTrainingProcess.progressStatus.status " =
"NOT_STARTED" are vendor specific.

type: String
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

i nf er enceQut put Nane

It indicates the name of an inference output of an
ML model.

allowedValues: the name of the MDA output IEs
(see 3GPP TS 28.104 [2]), name of analytics output
IEs of NWDAF (see TS 23.288 [3]), RAN inference
output IE name(s), and vendor's specific extensions.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

perf ormanceMetric

It indicates the performance metric used to evaluate
the performance of an ML model, e.g. "accuracy",
"precision”, "F1 score", etc.

allowedValues: N/A.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

per f or manceScor e

It indicates the performance score (in unit of
percentage) of an ML model when performing
inference on a specific data set (Note).

The performance metrics may be different for
different kinds of ML models depending on the
nature of the model. For instance, for numeric
prediction, the metric may be accuracy; for
classification, the metric may be a combination of
precision and recall, like the "F1 score™.

allowedValues: {0..100 }.

type: Real
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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Attribute Name Documentation and Allowed Values Properties
M.Tr ai ni ngRequest . cancel Requ [It allows the ML training MnS consumer to cancel type: Boolean
est the ML model training request. multiplicity: 0..1
Setting this attribute to "TRUE" cancels the ML isOrdered: N/A
model training request. The request can be resumed |isUnique: N/A

by setting this attribute to "FALSE" when it is
suspended. Cancellation is possible when the
request St at us is the "NOT_STARTED", "
IN_PROGRESS", and "SUSPENDED" state. Setting
the attribute to "FALSE" has no observable result.

allowedValues: TRUE, FALSE.

defaultValue: FALSE
isNullable: False

M.Tr ai ni ngRequest . suspendReq
uest

It allows the ML training MnS consumer to suspend
the ML model training request.

Setting this attribute to "TRUE" suspends the ML
model training process. Suspension is possible
when the r equest St at us is not the "FINISHED"
state. Setting the attribute to "FALSE" has no
observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M_Tr ai ni ngPr ocess. cancel Proc
ess

It allows the ML training MnS consumer to cancel
the ML model training process.

Setting this attribute to “TRUE" cancels the ML
model training process. Cancellation is possible
when the
“mLTrainingProcess.progressStatus.status” is not
the “FINISHED" state. Setting the attribute to
“FALSE" has no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M_Tr ai ni ngPr ocess. suspendPr o
cess

It allows the ML training MnS consumer to suspend
the ML model training process.

Setting this attribute to "TRUE" suspends the ML
model training process. The process can be
resumed by setting this attribute to “FALSE” when it
is suspended. Suspension is possible when the "
mLTrainingProcess.progressStatus.status” is not the
"FINISHED", "CANCELLING" or "CANCELLED"
state. Setting the attribute to "FALSE" has no
observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

i nferenceEntityRef

It describes the target entities that will use the ML
model for inference.

type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

dat aPr ovi der Ref

It describes the entities that have provided or should
provide data needed by the ML model e.g. for
training or inference

type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

ar eNewTr ai ni ngDat aUsed

It indicates whether new training data are used for
the ML model training.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

trai ni ngDat aQual i t yScor e

It indicates numerical value that represents the
dependability/quality of a given observation and
measurement type. The lowest value indicates the
lowest level of dependability of the data, i.e. that the
data is not usable at all.

allowedValues: { 0..100 }.

type: Real
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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Attribute Name Documentation and Allowed Values Properties
deci si onConf i denceScor e It is the numerical value that represents the type: Real
dependability/quality of a given decision generated |multiplicity: 0..1
by the AI/ML inference function. The lowest value  |isOrdered: N/A
indicates the lowest level of dependability of the isUnique: N/A

decisions, i.e. that the data is not usable at all.

allowedValues: { 0..100 }.

defaultValue: None
isNullable: False

expect edRunt i meCont ext

This describes the context where an MLModel is
expected to be applied.

allowedValues: N/A

type: MLContext
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

t rai ni ngCont ext

This specifies the context under which the MLModel
has been trained.

allowedValues: N/A

type: MLContext
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

runTi meCont ext

This specifies the context where the MLmodel or
model is being applied.

allowedValues: N/A

type: MLContext
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

M_Tr ai ni ngRequest . nLMode
Ref

It identifies the DN of the MLModel requested to be
trained.

type: DN
multiplicity: 0..1
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

M.Tr ai ni ngReport . mnLMbdel G
ener at edRef

It identifies the DN of the MLModel generated by the
ML model training.

type: DN
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nLMbdel Reposi t or yRef

It identifies the DN of the MLModelRepository.

type: DN
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nmLRepositoryld

It indicates the unique ID of the ML repository.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nodel Per f ormanceVal i dati o
n

It indicates the performance score of the ML model
when performing on the validation data.

allowedValues: N/A

type: ModelPerformance
multiplicity: *

isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

dat aRati oTrai ni ngAndval i d
ation

It indicates the ratio (in terms of quantity of data
samples) of the training data and validation data
used during the training and validation process. It is
represented by the percentage of the validation data
samples in the total training data set (including both
training data samples and validation data samples).
The value is an integer reflecting the rounded
number of percent * 100.

allowedValues: {0 .. 100 }.

type: Integer
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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M.Test i ngRequest . r equest S |It describes the status of a particular ML testing type: Enum
t at us request. multiplicity: 1
allowedValues: NOT_STARTED, IN_PROGRESS, [isOrdered: N/A
CANCELLING, SUSPENDED, FINISHED, and isUnique: N/A

CANCELLED.

defaultValue: None
isNullable: False

M.Test i ngRequest . cancel Re
quest

It allows the ML testing MnS consumer to cancel the
ML testing request.

Setting this attribute to "TRUE" cancels the ML
testing request. Cancellation is possible when the
request St at us is the "NOT_STARTED", "
IN_PROGRESS", and "SUSPENDED" state. Setting
the attribute to "FALSE" has no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M.Test i ngRequest . suspendR
equest

It allows the ML testing MnS consumer to suspend
the ML testing request.

Setting this attribute to "TRUE" suspends the ML
testing request. The request can be resumed by
setting this attribute to “FALSE” when it is
suspended. Suspension is possible when the
request St at us is not the "FINISHED" state.
Setting the attribute to "FALSE" has no observable
result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M.Test i ngRequest . mLModel R
ef

It identifies the DN of the M_LMbdel requested to be
tested.

type: DN
Multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nodel Per f or manceTest i ng

It indicates the performance score of the ML model
when performing on the testing data.

allowedValues: N/A.

type: ModelPerformance
multiplicity: *

isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

mLTesti ngResul t

It provides the address where the testing result is
provided.
The detailed testing result format is vendor specific.

allowedValues: N/A.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

t esti ngRequest Ref

It identifies the DN of the MLTest i ngRequest MOI.

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

support edPer f or mancel ndi ¢
ators

This parameter lists specific
Per f or mancel ndi cat or (s) of an ML model.

allowedValues: N/A.

type:
SupportedPerflndicator
multiplicity: 1..*
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

per f or mancel ndi cat or Nane

It indicates the identifier of the specific performance
indicator.

allowedValues: N/A

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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i sSupport edFor Trai ni ng It indicates whether the specific performance type: Boolean
indicator is supported a performance metric of ML  |multiplicity: 1
model training for the ML model. isOrdered: N/A
isUnique: N/A

allowedValues: TRUE, FALSE.

defaultValue: FALSE
isNullable: False

i sSupport edFor Testi ng

It indicates whether the specific performance
indicator is supported a performance metric of ML
model testing for the ML model.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

m_Updat ePr ocessRef

It is the DN of the nLUpdat ePr ocess MOI that
represents the process of updating an ML model.

type: DN
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nmLUpdat eRequest Ref Li st

It is the list of DN of the M_Updat eRequest MOI
that represents an
ML update request.

type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

nmLUpdat eRepor t Ref

It is the DN of the MLUpdat eRepor t MOI that
represents an ML update report.

type: DN
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nmLUpdat eReporti ngPeri od

It specifies the time duration upon which the MnS
consumer expects the ML update is reported.

type: TimeWindow
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

avai | ML.Capabi | i t yReport

It represents the available ML capabilities.

allowedValues: N/A.

type:
AvailMLCapabilityReport
multiplicity: 1

isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

updat edM_Capability

It represents the updated ML capabilities.

allowedValues: N/A.

type:
AvailMLCapabilityReport
multiplicity: 1

isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

avai | M.Capabi l i tyReport | D

It identifies the available ML capability report.

allowedValues: N/A.

type: String
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

newCapabi | i t yVersi onld

It indicates the specific version of Al/ML capabilities
to be applied for the update. It is typically the one
indicated by the M_.Capabi | i t yVersionlD in
a newCapabi |l i t yVersi on

type: String
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

m Capabi l i tyVersionld

It indicates the version of ML capabilities that is
available for the update.

type: String
multiplicity: *
isOrdered: False
isUnique: True
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Properties

defaultValue: None
isNullable: False

per f or manceGai nThr eshol d

It defines the minimum performance gain as a
percentage that shall be achieved with the capability
update, i.e., the difference in the performances
between the existing capabilities and the new
capabilities should be at least

per f or manceGai nThr eshol d otherwise the new
capabilities should not be applied.

Allowed value: float between 0.0 and 100.0

type: ModelPerformance

multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

expect edPer f or manceGi ns

It indicates the expected performance gain if/when
the AI/ML capabilities of the respective network
function are updated with/to the specific set of newly
available AI/ML capabilities.

type: ModelPerformance

multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

updat eTi neDeadl i ne

It indicates the maximum as stated in the MLUpdate
request that should be taken to complete the update

type: TimeWindow
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

M.Updat eReport . m_LModel Mod
el Ref

It indicates the DN of MLModel instances that can
be updated.

type: DN
multiplicity: 1 .. *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

M_Updat eRequest . r equest St
at us

It describes the status of a particular ML update
request.

allowedValues: NOT_STARTED, IN_PROGRESS,
CANCELLING, SUSPENDED, FINISHED, and
CANCELLED.

type: Enum
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

M_Updat eRequest . cancel Req
uest

It allows the MnS consumer to cancel the ML update
request.

Setting this attribute to "TRUE" cancels the ML
update request. Cancellation is possible when the
request St at us is the "NOT_STARTED", "
IN_PROGRESS", and "SUSPENDED" state. Setting
the attribute to "FALSE" has no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M_Updat eRequest . suspendRe
quest

It allows the MnS consumer to suspend the ML
update request.

Setting this attribute to "TRUE" suspends the ML
update request. The request can be resumed by
setting this attribute to “FALSE” when it is
suspended. Suspension is possible when the
request St at us is not the "FINISHED" state.
Setting the attribute to "FALSE" has no observable
result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

menber M_Model Ref Li st

It identifies the list of member ML models within an
ML model coordination group.

type: DN
multiplicity: 2..*
isOrdered: True
isUnique: True
defaultValue: None
isNullable: False

M_Tr ai ni ngRequest . mLModel
Coor di nati onG oupRef

It identifies the DN of the
M_Mbdel Coor di nat i onGr oup requested to be
trained.

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
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isNullable: False
M.Tr ai ni ngReport. nLMbdel C |It identifies the DN of the type: DN
oor di nat i onG oupGener at ed |M_Model Coor di nat i onG oup generated by ML |multiplicity: *

Ref

model joint training.

isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

M.Test i ngRequest . mLMbdel C
oor di nat i onG oupRef

It identifies the DN of the
M_.Model Coor di nat i onGr oup requested to be
tested.

type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

retraini ngEvent shbnit or Re
f

It indicates the DN of the Thr eshol dvbni t or MOI
that indicates the performance measurements and
its corresponding thresholds to be used by MnS
producer to initiate the re-training of the M_bdel .

type: DN
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

M_Model Loadi ngRequest . req
uest St at us

It describes the status of a particular ML model
loading request.

allowedValues: NOT_STARTED, IN_PROGRESS,
CANCELLING, SUSPENDED, FINISHED, and
CANCELLED.

type: Enum
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

M_Model Loadi ngRequest . can
cel Request

It allows the MnS consumer to cancel the ML model
loading request.

Setting this attribute to "TRUE" cancels the ML
model loading. Cancellation is possible when the
request St at us is the "NOT_STARTED", "
IN_PROGRESS", and "SUSPENDED" state. Setting
the attribute to "FALSE" has no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M_Mbdel Loadi ngRequest . sus
pendRequest

It allows the MnS consumer to suspend the ML
model loading request.

Setting this attribute to "TRUE" suspends the ML
model loading request. The request can be resumed
by setting this attribute to “FALSE” when it is
suspended. Suspension is possible when the
request St at us is not the "FINISHED" state.
Setting the attribute to "FALSE" has no observable
result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

m_Model ToLoadRef

It identifies the DN of a trained M_LModel requested
to be loaded to the target inference function(s).

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

pol i cyFor Loadi ng

It provides the policy for controlling ML model
loading triggered by the MnS producer.

This policy contains two thresholds in the

t hr eshol dLi st attribute. The first threshold is
related to the ML model to be loaded, and the
second threshold is related to the existing ML model
being used for inference.

type:
AIMLManagementPolicy
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

t hr eshol dLi st

It provides the list of threshold.

type: Thresholdinfo
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

ETSI




3GPP TS 28.105 version 18.7.0 Release 18 77 ETSI TS 128 105 V18.7.0 (2025-03)
Attribute Name Documentation and Allowed Values Properties
M_Mbdel Loadi ngProcess. pr o |It provides the following specialization for the type: String
gressSt at us. progr essSt at e |"progressStatelnfo” attribute of the "ProcessMonitor" |multiplicity: 0..1
I nfo data type for the isOrdered: N/A
"MLMbdel Loadi ngProcess. progressSt at us”. |isUnique: N/A
defaultValue: None
When the ML model loading is in progress, and the "|isNullable: False

M_Mbdel Loadi ngProcess. progr essSt at us.st
atus "is equal to "RUNNING", it provides the more
detailed progress information.

allowedValues for "

M_Model Loadi ngPr ocess. progr essSt at
us.st at us " ="RUNNING":

The allowed values for "

M_Mbdel Loadi ngProcess. progr essSt at us.st

at us " = "CANCELLING" are vendor specific.

The allowed values for "

M_Model Loadi ngPr ocess. progr essSt at us.st

at us " ="NOT_STARTED" are vendor specific.

M_Model Loadi ngPr ocess. can
cel Process

It allows the MnS consumer to cancel the ML model
loading process.

Setting this attribute to "TRUE" cancels the process.
Cancellation is possible when the
"MLModelLoadingProcess.progressStatus.status” is
not the "FINISHED" state. Setting the attribute to
"FALSE" has no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

M_Model Loadi ngPr ocess. sus
pendProcess

It allows the MnS consumer to suspend the ML
model loading process.

Setting this attribute to "TRUE" suspends the
process. The process can be resumed by setting
this attribute to "FALSE" when it is suspended.
Suspension is possible when the
"MLModelLoadingProcess.progressStatus.status” is
not the "FINISHED", "CANCELLING" or
"CANCELLED" state. Setting the attribute to
"FALSE" has no observable result.

allowedValues: TRUE, FALSE.

type: Boolean
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: FALSE
isNullable: False

nm_Mbdel Loadi ngRequest Ref

It identifies the DN of the associated
M.Model Loadi ngRequest .

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

nLMbdel Loadi ngPol i cyRef

It identifies the DN of the associated
M_.Model Loadi ngPol i cyRef.

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

| oadedM_Model Ref

It identifies the DN of the M_Mbdel
loaded to the inference function.

that has been

type: DN
multiplicity: 0..1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

activationSt at us

It describes the activation status.

allowedValues: ACTIVATED, DEACTIVATED.

type: Enum
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False
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Al M_LManagenent Pol i cy. mana |It provides a list of sub scopes for which ML type:
gedAct i vati onScope inference is activated as triggered by a policy on the |ManagedActivationScope
MnS producer. For example, the sub scopes may be multiplicity: 1
a list of cells or of geographical areas. The listis an |isOrdered: N/A
ordered list indicating the inference is activated for |isUnique: N/A

the first sub scope and gradually extended to the
next sub scope if the policy evaluates to true.

allowedValues: N/A

defaultValue: None
isNullable: False

Al MLI nf er enceFuncti on. nan
agedActi vati onScope

It provides a list of sub scopes for which ML
inference is activated as triggered by a policy on the
MnS producer. For example, the sub scopes may be
a list of cells or of geographical areas. The listis an
ordered list indicating the inference is activated for
the first sub scope and gradually extended to the
next sub scope if the policy evaluates to true.

allowedValues: N/A

type:

Al M_LManagenent Pol i
cy

multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None
isNullable: False

ManagedAct i vati onScope. dN
Li st

It indicates the list of DN, the list is an ordered list
indicating the inference is activated for the first sub
scope and gradually extended to the next sub
scope.

allowedValues: N/A

type: DN
multiplicity: *
isOrdered: True
isUnique: True
defaultValue: None
isNullable: False

ManagedActi vati onScope. ti
meW ndow

It indicates the list of time window; the list is an
ordered list indicating the inference is activated for
the first sub scope and gradually extended to the
next sub scope.

allowedValues: N/A

type: TimeWindow
multiplicity: *
isOrdered: True
isUnique: True
defaultValue: None
isNullable: False

ManagedAct i vati onScope. ge
oPol ygon

It indicates the list of GeoArea, the list is an ordered
list indicating the inference is activated for the first
sub scope and gradually extended to the next sub
scope.

allowedValues: N/A

type: GeoArea
multiplicity: *
isOrdered: True
isUnique: True
defaultValue: None
isNullable: False

usedByFuncti onRef Li st

It provides the DNs of the functions supported by the
Al MLI nf er enceFuncti on.

allowedValues: N/A

type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

i nferenceCut putld

It identifies an inference output within an
Al MLi nf er enceReport .

type: String
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

i nf erenceCut put s

It indicates the Outputs that have been derived by
the Al MLI nf er enceFuncti on instance from a
specific ML model.

Each ML model, i nf er enceQut put s may be a set
of values.

allowedValues: N/A.

type: InferenceOutput
multiplicity: 1..*
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

i nf erencePer f or mrance

It indicates the performance score of the ML model
during Inference.

allowedValues: N/A.

type: ModelPerformance
multiplicity: *

isOrdered: False
isUnique: True
defaultValue: None
isNullable: False
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i nf erenceCut put Ti e It indicates the time at which the inference output is |type: DateTime
generated. multiplicity: *

isOrdered: True
isUnique: True

allowedValues: N/A defaultValue: None
isNullable: False
out put Resul t It indicates the result of an inference. type: AttributeValuePair
multiplicity: *

isOrdered: False
isUnique: True
defaultValue: Null
isNullable: False

nmLCapabi | i ti esl nfoLi st It indicates information about what an ML model can |type: MLCapabilitylnfo
generate inference for. multiplicity: 1..*
isOrdered: False
allowedValues: N/A. isUnique: True

defaultValue: None
isNullable: False

capabi | i t yNanme It indicates the name of a capability for which an ML |type: String
model can generate inference. The capability is multiplicity: 1
defined by Mns producer which can be traffic isOrdered: N/A
analysis capability, coverage analysis capability, isUnique: N/A
mobility analysis capability or vendor specific defaultValue: None
extensions. isNullable: False

allowedValues: N/A.

nmLCapabi | i t yParaneters It indicates a set of optional parameters that apply  |type: AttributeValuePair
for an al MLI nf er enceNanme and multiplicity: *
capabi | i t yNane. isOrdered: False
isUnique: True
allowedValues: N/A defaultValue: None
isNullable: False
al MLl nf er enceReport Ref Li s |Itindicates a list of DN of the type: DN
t Al MLI nf er enceReport MOI that represents an  |multiplicity: *
AIML inference report. isOrdered: False

isUnique: True
defaultValue: None
isNullable: False

nm_Mbdel Ref Li st It identifies the list of MLModel DN. type: DN
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

NOTE:  When the per f or manceScor e is to indicate the performance score for ML model training, the data set is the
training data set. When the per f or manceScor e is to indicate the performance score for ML validation, the
data set is the validation data set. When the per f or manceScor e is to indicate the performance score for
ML model testing, the data set is the testing data set.

7.5.2 Constraints

None.

7.6 Common notifications

7.6.1 Configuration notifications

This clause presents alist of notifications, defined in 3GPP TS 28.532 [11], that an MnS consumer may receive. The
notification header attribute obj ect Cl ass/ obj ect | nst ance shall capture the DN of an instance of aclass
defined in the present document.
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Table 7.6.1-1
Name Qualifier | Notes
noti fyMJ Creation (0] --
noti fyMJ Del eti on (0] --
noti fyMJ Attri but eVal ueChanges 0 --
noti f yEvent 0 --

8 Service components

8.0 General

The operations for generic provisioning management service refer to clause 11.1.1 of TS 28.532 [11]. For notifications,

see clause 7.6.

8.1 Lifecycle management operations for Al/ML management

MnS

The components for ML model training MnS are listed in table 8.1-1.

Table 8.1-1: Components for ML model training

Management
ML model training management Management service Management service service
capability component type A component type B component
type C
Create an ML model training createMOI operation M.Tr ai ni ngRequest
request
Modify an ML model training modifyMOIAttributes operation
reqguest
Query an ML model training report  |getMOIAttributes operation M_Tr ai ni ngReport
Modify an ML model training modifyMOIAttributes operation M.Tr ai ni ngPr ocess
process N/A
Query an ML model training getMOIAttributes operation
process
Create, Delete, and Update ML changeMOls operation M.Tr ai ni ngRequest
model training
The components for ML model testing are listed in table 8.1-2.
Table 8.1-2: Components for ML model testing
Management
ML model testing management Management service Management service service
capability component type A component type B component
type C
Create an ML model testing request |createMOI operation M.Test i ngRequest N/A

Modify an ML model testing request

modifyMOIAttributes operation

Query an ML model testing report

getMOIAttributes operation

Subscribe an ML model testing
report

createMOI operation

Unsubscribe an ML model testing
report

deleteMOI operation

Query an ML model testing report
subscription

getMOIAttributes operation

M.Test i ngReport

Create, Delete, and Update ML
model testing

changeMOls operation

M.Test i ngRequest

ETSI




3GPP TS 28.105 version 18.7.0 Release 18 81

The components for ML model deployment arelisted in table 8.1-3

ETSI TS 128 105 V18.7.0 (2025-03)

Table 8.1-3: Components for ML model deployment

Management
ML model deployment Management service Management service service
management capability component type A component type B component
type C
Create an ML model loading request|createMOI operation M_Model Loadi ngRequest
Modify an ML model loading request|modifyMOIAttributes operation
Create an ML model loading policy |createMOI operation M_Model Loadi ngPol i cy
Delete an ML model loading policy |deleteMOI operation
Modify an ML model loading policy |modifyMOIAttributes operation
Query an ML model loading policy |getMOIAttributes operation
Modify an ML model loading modifyMOIAttributes operation |M_Mbdel Loadi ngPr ocess N/A
process
Query an ML model loading process |getMOIAttributes operation
Create, Delete, and Update ML changeMOls operation M_Model Loadi ngRequest
model Loading M_Model Loadi ngPol i cy
The components for ML model inference are listed in table 8.1-4
Table 8.1-4: Components for AI/ML inference
Management
AI/ML Inference management Management service Management service service
capability component type A component type B component
type C
Create an ML model update request |createMOI operation M.Updat eRequest
Modify an ML model update request |modifyMOIAttributes operation
Modify an ML model update process|modifyMOIAttributes operation |M_Updat ePr ocess
Query an ML model update process |getMOIAttributes operation
Query an ML model update report |getMOIAttributes operation M.Updat eRepor t
Query an Al/ML inference report getMOIAttributes operation Al MLI nf er enceReport N/A
Create, Delete, and Update ML changeMOls operation M.Updat eRequest
model Update and ML update
request
The components for AI/ML inference emulation are listed in table 8.1-5.
Table 8.1-5: Components for AI/ML inference emulation MnS
Management
ML model emulation management Management service Management service service
capability component type A component type B component
type C
Query an Al/ML inference emulation |getMOIAttributes operation Al MLI nf er enceReport N/A

report

9 Solution Set (SS)

The present document defines the following NRM Solution Set definitions for ML management:

The OpenAPI/Y AML definitions are specified in 3GPP Forge, refer to clause 4.3 of TS 28.623 [19] for the Forge
location. An example of Forge location is. "https://forge.3gpp.org/rep/sa5/MnS/-/tree/Tag Rel18 SA104/".

Directory: OpenAPI
File: TS28105 AiMINrm.yaml
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Annex A (informative):
PlantUML source code for NRM class diagrams

Al General

This annex contains the PlantUML source code for the NRM diagrams defined in clause 7.2a of the present document.

A.2  PlantUML code for Figure 7.3a.1.1.1-1: NRM
fragment for ML model training

@tartunl

ski nparam Cl assSt er eot ypeFont Styl e nor nal
ski nparam Cl assBackgr oundCol or Wite

ski nparam shadow ng fal se

ski npar am nmonochr onme true

hi de menbers

hide circle

' ski npar am nmaxMessageSi ze 250

ski npar am nodesep 60

cl ass ManagedEntity <<Proxyd ass>>

cl ass M_.Mbdel <<InfornationCbjectd ass>>

cl ass M_Model Coor di nati onG oup <<I nformati onCbj ect d ass>>
class M.Trai ni ngFuncti on <<I nformationOoj ect C ass>>

cl ass M.Trai ni ngRequest <<I nformati onOhj ect Gl ass>>

cl ass M.Trai ni ngReport <<Informati onCbj ect d ass>>

cl ass M.Trai ni ngProcess <<InformationOhj ectCl ass>>

cl ass M.Mbdel Repository <<InfornmationObjectC ass>>

ManagedEntity "1" *-- "*" M.Trai ni ngFuncti on: <<names>>
M.Tr ai ni ngFunction "1" *-- "*" M.Trai ni ngProcess: <<names>>
M.Tr ai ni ngFunction "1" *-- "*" M.Trai ni ngRequest: <<nanes>>
M.Tr ai ni ngFunction "1" *-- "*" M.Trai ni ngReport: <<nanes>>
M.Tr ai ni ngFunction "1" *-- "*" Threshol dVvbnitor : <<names>>

M.Tr ai ni ngFunction "*" --> "1" M.Mbdel Repository

M.Tr ai ni ngProcess "1" -r-> "1" M.Trai ni ngReport

M.Tr ai ni ngProcess "*" <-I- "*" M.Tr ai ni ngRequest

M.Tr ai ni ngRequest "1" --> "0..1" MMbdel

M.Tr ai ni ngRequest "1" -r-> "0..1" MMbodel Coordi nati onG oup
M.Tr ai ni ngReport "1" --> "0..1" MModel

M.Tr ai ni ngReport "1" --> "0..1" MMbdel Coor di nati onG oup
M.Tr ai ni ngProcess "1" --> "0..1" MMbdel

M.Tr ai ni ngProcess "1" --> "0..1" M-Model Coordi nati onG oup
M.Model "*" -1-> "1" Threshol dMoni tor

M.Tr ai ni ngReport "1" -r-> "1" M.Tr ai ni ngReport

note |eft of ManagedEntity
This represents the follow ng | CCs:
SubNet wor k or
ManagedFuncti on or
ManagedEl erment
end note

@ndum
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A.3  PlantUML code for Figure 7.3a.1.1.2-1: Inheritance
Hierarchy for ML model training related NRMs

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam C assBackgr oundCol or Wi te

ski npar am shadow ng fal se

ski npar am nonochr orme true

hi de menbers

hide circle

' ski npar am nmaxMessageSi ze 250

class Top <<Informati onCoj ect d ass>>

cl ass ManagedFunction <<| nfornmati onCbj ect d ass>>

cl ass M.Trai ni ngFuncti on <<I nformationObj ect G ass>>
cl ass M.Trai ni ngRequest <<Informati onCoj ect d ass>>
class M.Trai ni ngProcess <<InfornmationObj ectC ass>>
cl ass M.Trai ni ngReport <<Informati onCbj ect d ass>>

ManagedFunction <|-- M.Trai ni ngFunction
Top <|-- M.Trai ni ngRequest
Top <|-- M.Traini ngProcess

Top <|-- M.Trai ni ngReport

@ndum
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A.4  PlantUML code for Figure 7.2a.1.2-1: Inheritance
Hierarchy for common information models for Al/ML
management

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam C assBackgr oundCol or Wi te

ski npar am shadowi ng fal se

ski npar am nonochr orme true

hi de menbers

hide circle

' ski npar am nmaxMessageSi ze 250

class Top <<Informati onCoj ect d ass>>

cl ass M_.Model Repository <<Informati onCbj ect d ass>>

cl ass M_.Mbdel <<InfornationCbjectd ass>>

cl ass M_Mbdel Coor di nati onGroup <<I nformationQhj ectCl ass>>

Top <|-- MDModel Repository
Top <|-- MModel
Top <|-- MModel Coordi nati onG oup

@ndum

A.5 PlantUML code for Figure 7.2a.1.1-1: Relationships
for common information models for Al/ML
management

@tartunl

ski nparam Cl assSt er eot ypeFont Styl e nor nal
ski nparam Cl assBackgr oundCol or Wite

ski npar am shadowi ng fal se

ski npar am nmonochr onme true

hi de menbers

hide circle

' ski npar am naxMessageSi ze 250

ski npar am nodesep 60

cl ass ManagedEntity <<Proxyd ass>>

cl ass M_Mbdel Repository <<InformationObjectC ass>>

cl ass M_.Mbdel <<Infornationbjectd ass>>

cl ass M_Model Coordi nati onG oup <<I nformati onCbj ect d ass>>

ManagedEntity "1" *-- "*" M.Model Repository : <<names>>
M_Model Repository "1" *-- "*" M.Mbdel : <<names>>
M_Model Repository "1" *-- "*" M.Mdel Coordi nati onGroup: <<nanmes>>

M_Model Coor di nati onGroup "*" -r-> "2..*" MDModel

note left of ManagedEntity
This represents the follow ng | CCs:
ManagedEl ement or
SubNet wor k
end note

@ndum

A.6  PlantUML code for Figure 7.3a.1.1.1-2: NRM
fragment for ML model testing

@tartum
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ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam Cl assBackgr oundCol or Wite

ski npar am shadow ng fal se

ski npar am nonochr onme true

hi de menbers

hide circle

' ski nparam maxMessageSi ze 250

class M.TestingEntity <<Proxyd ass>>

cl ass TestingFunction <<Proxyd ass>>

cl ass M_.Model <<Informati onCoj ectd ass>>

cl ass M_Model Coor di nati onG oup <<I nformati onCbj ect d ass>>
cl ass M.TestingFuncti on <<Informati onOhj ect Cl ass>>

cl ass M.TestingRequest <<Informati onCbjectd ass>>

class M. TestingReport <<Informati onCbjectd ass>>

M.TestingEntity "1" *-- "*" MTestingFuncti on: <<nanes>>
TestingFunction "1" *-- "*" M.TestingRequest : <<nanmes>>
TestingFunction "1" *-- "*" M.TestingReport : <<names>>

M.Testi ngRequest "*" --> "0..1" MModel
M.Testi ngRequest "*" --> "0..1" MModel Coordi nati onG oup
M.Testi ngReport "*" -]1-> "1" M.UTesti ngRequest

(M. Testi ngRequest, MNMbdel) ... (MTestingRequest, MModel Coordinati onG oup) : {xor}

note left of M.TestingEntity
Represents the foll owi ng | OCs:
Subnet wor k or
ManagedFuncti on or
ManagedEl enment
end note

note |eft of TestingFunction
Represents the following | CCs:
M.Test i ngFuncti on or
M.Tr ai ni ngFuncti on
end note

@ndum

A.7  PlantUML code for Figure 7.3a.1.1.2-2: Inheritance
Hierarchy for ML model testing related NRMs

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam Cl assBackgr oundCol or Wite

ski nparam shadow ng fal se

ski npar am nonochr onme true

hi de menbers

hide circle

' ski nparam maxMessageSi ze 250

class Top <<Informati onCbj ect d ass>>

cl ass ManagedFuncti on <<| nformati onCbj ect d ass>>
cl ass M.TestingFuncti on <<Informati onChj ect Cl ass>>
cl ass M. TestingRequest <<Informati onCbj ectd ass>>
class M. TestingReport <<Informati onCbjectd ass>>

ManagedFunction <|-- M.TestingFuncti on
Top <|-- MTestingRequest
Top <|-- MTestingReport

@ndum

A.8 PlantUML code for Figure 7.3a.4.1.1-1: NRM
fragment for ML update

@tartum
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ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam Cl assBackgr oundCol or Wite

ski npar am shadow ng fal se

ski npar am nonochr onme true

hi de menbers

hide circle

' ski nparam maxMessageSi ze 250

ski npar am nodesep 60

class M.UpdateEntity <<Proxyd ass>>

cl ass M.Updat eFuncti on <<Informati onCbj ect O ass>>
cl ass M.Updat eRequest <<Informati onCbj ect d ass>>
cl ass M.Updat eProcess <<I nformati onCbj ect d ass>>
cl ass M.Updat eReport <<Infornati onCbj ect d ass>>
cl ass M_Mbdel <<InformationCbjectd ass>>

M.Updat eEntity "1" *-- "*" M.Updat eFuncti on: <<names>>
M.Updat eFunction "1" *-- "*" M.Updat eRequest: <<names>>
M.Updat eFunction "1" *-- "*" M.Updat eProcess: <<names>>
M.Updat eFunction "1" *-- "*" M.Updat eReport: <<names>>

M.Updat eFunction "1" --> "*" "M.MMbdel "

M.Updat eRequest "*" <-r-> "1" "M.Updat eProcess"
M.Updat eProcess "1" <-r-> "1" "M.Updat eReport"
M.Updat eProcess "*" --> "*" "“NM.Model "

M.Updat eReport "*" --> "*" "M.Mbdel "

M.Updat eRequest "*" --> "*" "M.Model "

note left of MUpdateEntity
Represents the | QCs:
SubNet wor k or
ManagedFuncti on or
Managenent Funct i on
end note

@ndum

A.9 PlantUML code for Figure 7.3a.4.1.2-1.:
Hierarchy for ML update related NRMs

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam Cl assBackgr oundCol or Wite

ski nparam shadow ng fal se

ski npar am nonochr orme true

hi de menbers

hide circle

' ski nparam maxMessageSi ze 250

class Top <<Informati onCbj ect d ass>>

cl ass ManagedFuncti on <<| nformati onCbj ect d ass>>
cl ass M.Updat eFuncti on <<Informati onCbj ect d ass>>
cl ass M.Updat eRequest <<Informati onCbj ect d ass>>
cl ass M.Updat eProcess <<I nformati onCbj ect d ass>>
cl ass M.Updat eReport <<Infornati onCbj ect d ass>>

ManagedFunction <|-- M.Updat eFunction
Top <|-- MUpdat eRequest

Top <|-- M.Updat eProcess

Top <|-- M.Updat eReport

@ndum

Inheritance

A.10 PlantUML code for Figure 7.3a.3.1.1-1;
fragment for ML model loading

@tartum
ski nparam Cl assSt er eot ypeFont Styl e nor nal
ski nparam Cl assBackgr oundCol or Wite
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ski npar am shadow ng fal se

ski npar am nonochr onme true

hi de menbers

hide circle

' ski npar am maxMessageSi ze 250

cl ass Al M.I nf erenceFuncti on <<Informati onCbj ect d ass>>
cl ass M_.Model <<Informati onCoj ectd ass>>

cl ass M_Mbdel Loadi ngRequest <<I nfornmati onCbj ect d ass>>
cl ass M_Mbdel Loadi ngPol i cy <<Infornati onCbj ect d ass>>
cl ass M_Model Loadi ngProcess <<Informati onCbj ect d ass>>

Al MLI nf er enceFunction"1" *-- "*" M.Model Loadi ngRequest : <<names>>
Al M| nf er enceFunction "1" *-- "*" M.NModel Loadi ngPol i cy : <<names>>
Al M| nf er enceFunction "1" *-- "*" M.Model Loadi ngProcess : <<nanmes>>

M_Model Loadi ngRequest "1" <-r- "*" M.Mbdel Loadi ngProcess
M_Model Loadi ngProcess "*" -r-> "1" M.Mbdel Loadi ngPol i cy

M_Model Loadi ngRequest "1" --> "1" M.Model
M_Model Loadi ngProcess "1" --> "1" MModel

Al MLI nf erenceFunction "1" *-- "*" MMbddel : <<nanmes>>

(M_Mbodel Loadi ngProcess, M-Model Loadi ngRequest) ... (MMbodel Loadi ngProcess, M.-Mdel Loadi ngPol i cy)
{xor}

@ndunl

A.11 PlantUML code for Figure 7.3a.3.1.2-1: Inheritance
Hierarchy for ML model loading related NRMs

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam Cl assBackgr oundCol or Wite

ski nparam shadow ng fal se

ski npar am nmonochr orme true

hi de menbers

hide circle

' ski nparam maxMessageSi ze 250

class Top <<Informati onCbj ect d ass>>

cl ass M_Model Loadi ngRequest <<I nf ormati onCbj ect d ass>>
cl ass M._Mbdel Loadi ngPol i cy <<Informati onCbj ect d ass>>
cl ass M_Mbdel Loadi ngProcess <<I nformati onCbj ect d ass>>
Top <|-- MModel Loadi ngRequest

Top <|-- MModel Loadi ngPol i cy

Top <|-- MModel Loadi ngProcess

@ndum

A.12 PlantUML code for Figure 7.3a.4.1.1-2: NRM
fragment for Al/ML inference function

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor nal
ski nparam Cl assBackgr oundCol or Wite

ski npar am shadow ng fal se

ski npar am nonochrome true

hi de menbers

hide circle

' ski nparam maxMessageSi ze 250

ski npar am nodesep 60

cl ass Al M.I nf erenceFuncti on <<Informati onCbj ect d ass>>
class Al M.I nferenceReport <<Informati onCbj ectd ass>>
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cl ass M_.Mbdel <<InfornationCbjectd ass>>
cl ass ManagedEntity <<Proxyd ass>>
cl ass Al M.Support edFuncti on <<Proxyd ass>>

ManagedEntity "1" *-- "*" Al M. nferenceFunction : <<names>>
Al M| nf erenceFunction "*" <-]-> "*" Al MLSupportedFuncti on
M.Model  "*" <-r-> "*" Al M_SupportedFunction

M_.Model "*" <-r-> "*" Al M.l nf erenceFunction

Al M_I nf eMbdel Entity "1..*" <--> "*" Al M.I nf erenceReport

note right of ManagedEntity #white
Represents the | CCs:

ManagedEl ement or

SubNet wor k or

ManagedFuncti on
end note

note top of Al M.SupportedFunction #white
Represents the | OCs:
DMROFuncti on or
DLBOFuncti on or
DESManagenent Functi on or
MDAFuncti on or
AnLFFuncti on
end note

@ndum

A.13 PlantUML code for Figure 7.3a.4.1.2-2: Inheritance
Hierarchy for Al/ML inference function

@tartum

ski nparam Cl assSt er eot ypeFont Styl e nor nal
ski nparam Cl assBackgr oundCol or Wite

ski npar am shadowi ng fal se

ski npar am nonochrome true

hi de menbers

hide circle

' ski npar am naxMessageSi ze 250

class Top <<Informati onCoj ect d ass>>
cl ass Al M.I nferenceFuncti on << Informati on(bj ectd ass >>
cl ass Al MLl nf erenceReport <<Informati ontbj ect d ass>>

ManagedFunction <|-- Al M.I nferenceFunction
Top <|-- Al M.InferenceReport

@ndum

A.14 PlantUML code for Figure 7.3a.2.1.1-1: NRM
fragment for Al/ML inference emulation Control

@tartun

scal e max 350 hei ght

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam C assBackgr oundCol or Wite

ski nparam shadow ng fal se

ski npar am nonochrome true

hi de nenbers

hide circle

' ski nparam maxMessageSi ze 250

cl ass ManagedEntity <<Proxyd ass>>
cl ass Al MLI nf erenceEmul ati onFuncti on <<I nformati onObj ect G ass>>
class Al M.InferenceReport << Informati onCbj ectd ass >>

ManagedEntity "1" *-- "*" Al M.I nferenceEnmul ati onFuncti on: <<names>>
Al M| nf er enceEnul ati onFunction "1" *-- "*" Al M. nferenceReport : <<names>>

note left of ManagedEntity
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Represents the following | CCs:
SubNet wor k or
ManagedFuncti on or
Managed El enent
end note
@ndum

A.15 PlantUML code for Figure 7.3a.2.1.2-1: Al/ML
inference emulation Inheritance Relations

@tartun

ski nparam Cl assSt er eot ypeFont Styl e nor mal
ski nparam Cl assBackgr oundCol or Wite

ski npar am shadow ng fal se

ski npar am nmonochr onme true

hi de nenbers

hide circle

' ski npar am maxMessageSi ze 250

cl ass ManagedFuncti on <<| nformati onCbj ect d ass>>
cl ass Al M.I nf erenceEmul ati onFuncti on << Informati onCbj ectd ass >>

ManagedFunction <|-- Al M.I nferenceEmnul ati onFuncti on
@ndum
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Annex B (normative):
OpenAPI definition of the AlI/ML NRM

B.1 General

This annex contains the OpenAPI definition of the AI/ML NRM in Y AML format.
The information models of the AI/ML NRM are defined in clause 7.

Mapping rules to produce the OpenAPI definition based on the information model are defined in 3GPP TS 32.160 [14].

B.2  Solution Set (SS) definitions

B.2.1 OpenAPI document "TS28105 AiMINrm.yaml"

Note that clause 9 includes the location of TS28105_AiMINrm.yaml.
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Annex C (informative):
Change history
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Change history
Date Meeting TDoc CR |Rev | Cat Subject/Comment New
version
2022-06 SA#96 Upgrade to change control version 17.0.0
2022-09 | SA#97e | SP-220851 |0003 -| F |Corrections to the terms and definition description and 17.1.0
corresponding updates
2022-09 | SA#97e | SP-220850 |0004 1| F [fixincorrect yaml file name in TS28.105 17.1.0
2022-09 | SA#97e | SP-220851 |0005 1| F |Clarifications and corrections of Use cases 17.1.0
2022-09 | SA#97e | SP-220851 |0006 1| F |Clarifications and corrections into the Class definitions and Attribute| 17.1.0
properties
2022-09 [ SA#97e | SP-220851 |0007 1| F |Correction and clarifications of the Requirements 17.1.0
2022-09 | SA#97e Alignment with content with FORGE 17.1.1
2022-12 | SA#98e | SP-221166 |0008 2| F |Adding missing attributes 17.2.0
2022-12 | SA#98e | SP-221166 |[0009 -| F |Correction of stage 3 openAPI 17.2.0
2023-03 SA#99 SP-230193 |0011 -| F |Adding the missing definition of attributes Stage 2 and Stage 3 17.3.0
2023-03 SA#99 SP-230193 |0013 1| F |Correcting the attribute properties 17.3.0
2023-03 SA#99 SP-230193 0014 1| F |Correction of the Handling errors in data and ML decisions 17.3.0
2023-03 SA#99 SP-230193 |0015 1| F |Correction of terminologies 17.3.0
2023-03 SA#99 SP-230193 (0017 1| F |Correct AlI/ML related terms 17.3.0
2023-03 SA#99 SP-230193 |0018 1| F |Correct formatting and spelling errors 17.3.0
2023-03 SA#99 SP-230193 (0019 1| F |Correct attribute definitions 17.3.0
2023-06 [ SA#100 | SP-230655 |0022 1| F |Correcting the attribute properties 17.4.0
2023-06 | SA#100 | SP-230649 |0024 1| F |Grammatical Corrections 17.4.0
2023-06 [ SA#100 | SP-230655 |0030 -| F |Removal of SW loading from training phase 17.4.0
2023-06 | SA#100 | SP-230655 [0031 1| F |Correction of the figure for ML training function 17.4.0
2023-06 | SA#100 | SP-230668 |0023 1[ C |Notimplemented due to violation of drafting rules. It will be 18.0.0
modified and included in a future CR (MCC).
2023-09 | SA#101 | SP-230948 |0023 3] C [Modelling ML Entity 18.1.0
2023-09 | SA#101 | SP-230948 |0035 A [Clarify ML models as proprietary 18.1.0
2023-09 | SA#101 | SP-230948 |0039 1[ A |Restore the wrongly voided clause “5 Service and functional 18.1.0
framework”
2023-12 | SA#102 | SP-231459 |0041 1 F |Rel-18 CR TS 28.105 Adding the missing relation between ML 18.2.0
entity and ML process — Partially implemented (1% change could
not be implemented due to a clash with CR 066)
2023-12 | SA#102 | SP-231467 |0043 1| A |Correction on ModelPerformance 18.2.0
2023-12 | SA#102 | SP-231490 |0045 -l A |Rel-18 CR TS 28.105 Corrections of ML training related use cases | 18.2.0
description
2023-12 [ SA#102 | SP-231490 |0047 -| A |Rel 18 CR TS 28.105 Remove unused decision entity term 18.2.0
2023-12 | SA#102 | SP-231490 (0049 A |Rel 18 CR TS 28.105 Clarify the description of confidencelndication| 18.2.0
attribute
2023-12 [ SA#102 | SP-231467 |0061 -| A |Rel 18 CR TS 28.105 Remove unused attribute mLEntityList 18.2.0
2023-12 | SA#102 | SP-231467 |0063 1| A |CRTS 28.105 Rel-18 Correction of IOC name 18.2.0
2023-12 | SA#102 | SP-231467 |0065 1 A |TS 28.105 Rel-18 Correction of attribute properties 18.2.0
2023-12 | SA#102 | SP-231459 |0066 1[ F |TS 28.105 Rel-18 Correction of MLTrainingFunction constraints — 18.2.0
Partially implemented (1% change could not be implemented due to
a clash with CR 041)
2023-12 | SA#102 | SP-231467 |0068 1[ A |Rel 18 CR TS 28.105 Resolve issues related to the usage of 18.2.0
confidencelndication attribute
2023-12 | SA#102 | SP-231490 [0069 -| A |Rel 18 CR TS 28.105 Fix incorrect figure label 18.2.0
2023-12 Alignment with the Forge 18.2.0
2024-03 | SA#103 | SP-240186 |0073 F |TS28.105 Rell8 correction to Schema definition Issues for 18.3.0
SubNetwork and ManagedElement of OpenAP| SS
2024-03 | SA#103 | SP-240155 |0075 -| A |Rel-18 Correct trainingRequestSource attribute type 18.3.0
2024-03 | SA#103 | SP-240155 |0076 1| B |Enhancements for Al-ML management 18.3.0
2024-03 [ SA#103 | SP-240162 |0080 1| A |Rel 18 CR TS 28.105 Add additional reference related to NWDAF 18.3.0
2024-03 | SA#103 | SP-240162 |0082 1| A |Rel 18 CR TS 28.105 Add missing abbreviations 18.3.0
2024-06 | SA#104 | SP-240830 |0126 -| F |TS28.105 Rell8 correction to Schema definition Issues for 18.4.0
SubNetwork of OpenAPI SS
2024-06 | SA#104 | SP-240808 |0140 -| F |TS28.105 Rel18 Moving normative stage 3 to Forge 18.4.0
2024-06 [ SA#104 | SP-240804 (0142 1[ A |Rel-18 CR TS 28.105 correct the Al/ML technigue overview 18.4.0
2024-06 | SA#104 | SP-240830 |0146 -| F |Rel 18 Input to draftCR TS 28.105 correct terminationConditions 18.4.0
attribute
2024-06 | SA#104 | SP-240830 [0147 -| F |Rell8 TS 28.105 stage 3 changes for stage 2 corrections 18.4.0
2024-06 | SA#104 | SP-240830 [0151 F |CR Rel-18 TS28.105 AlI/ML management 18.4.0
2024-09 | SA#105 | SP-241181 |0152 1[ F |TS28.105 Rell8 correction to attribute name of attribute related to 18.5.0
role for different cardinality
2024-09 | SA#105 | SP-241181 |0153 1| F |Rell8 TS 28.105 corrections to misalignment between stage 3 and | 18.5.0
stage 2
2024-09 | SA#105 [ SP-241181 [0154 1| F |Rel-18 CR TS 28.105 correct the ML model related attributes 18.5.0
2024-09 | SA#105 | SP-241181 |0155 1[ F |Rel-18 CR TS 28.105 correct the description of ML model lifecycle | 18.5.0
and ML entity
2024-09 | SA#105 | SP-241181 (0156 -| F |Rel-18 CR TS 28.105 Correct InferenceType to 18.5.0
alMLInferenceName
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version
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