ETSI TR 126 941 vi18.1.0 2024-05)

. “E'-“:"::--—

TECHNICAL REPORT

Universal Mobile Telecommunications System (UMTS);
LTE;
5G;
Network Slicing Extensions for 5G media services
(3GPP TR 26.941 version 18.1.0 Release 18)

=~

& ADVANCED

)

A GLOBAL INITIATIVE



3GPP TR 26.941 version 18.1.0 Release 18 1 ETSI TR 126 941 V18.1.0 (2024-05)

Reference
DTR/TSGS-0426941vil10

Keywords
5G,LTE,UMTS

ETSI

650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +334 9294 42 00 Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - APE 7112B
Association & but non lucratif enregistrée a la
Sous-Préfecture de Grasse (06) N° w061004871

Important notice

The present document can be downloaded from:
https://www.etsi.org/standards-search

The present document may be made available in electronic versions and/or in print. The content of any electronic and/or
print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any
existing or perceived difference in contents between such versions and/or in print, the prevailing version of an ETSI
deliverable is the one made publicly available in PDF format at www.etsi.org/deliver.

Users of the present document should be aware that the document may be subject to revision or change of status.
Information on the current status of this and other ETSI documents is available at
https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx

If you find errors in the present document, please send your comment to one of the following services:
https://portal.etsi.org/People/CommiteeSupportStaff.aspx

If you find a security vulnerability in the present document, please report it through our
Coordinated Vulnerability Disclosure Program:
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

Notice of disclaimer & limitation of liability

The information provided in the present deliverable is directed solely to professionals who have the appropriate degree of
experience to understand and interpret its content in accordance with generally accepted engineering or
other professional standard and applicable regulations.
No recommendation as to products and services or vendors is made or should be implied.

No representation or warranty is made that this deliverable is technically accurate or sufficient or conforms to any law
and/or governmental rule and/or regulation and further, no representation or warranty is made of merchantability or fitness
for any particular purpose or against infringement of intellectual property rights.

In no event shall ETSI be held liable for loss of profits or any other incidental or consequential damages.

Any software contained in this deliverable is provided "AS IS" with no warranties, express or implied, including but not
limited to, the warranties of merchantability, fithess for a particular purpose and non-infringement of intellectual property
rights and ETSI shall not be held liable in any event for any damages whatsoever (including, without limitation, damages

for loss of profits, business interruption, loss of information, or any other pecuniary loss) arising out of or related to the use
of or inability to use the software.

Copyright Notification

No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and
microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

© ETSI 2024.
All rights reserved.

ETSI


https://www.etsi.org/standards-search
http://www.etsi.org/deliver
https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx
https://portal.etsi.org/People/CommiteeSupportStaff.aspx
https://www.etsi.org/standards/coordinated-vulnerability-disclosure

3GPP TR 26.941 version 18.1.0 Release 18 2 ETSI TR 126 941 V18.1.0 (2024-05)

Intellectual Property Rights

Essential patents

IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The declarations
pertaining to these essential IPRs, if any, are publicly available for ETSI members and non-members, and can be
found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to
ETS in respect of ETS standards’, which is available from the ETS| Secretariat. Latest updates are available on the
ETSI Web server (https:/ipr.etsi.org/).

Pursuant to the ETSI Directivesincluding the ETSI IPR Policy, no investigation regarding the essentiality of IPRS,
including I PR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not
referenced in ETSI SR 000 314 (or the updates on the ETS| Web server) which are, or may be, or may become,
essential to the present document.

Trademarks

The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners.
ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no
right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does
not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.

DECT™, PLUGTESTS™, UMTS™ and the ETSI logo are trademarks of ETSI registered for the benefit of its
Members. 3GPP™ and LTE™ are trademarks of ETSI registered for the benefit of its Members and of the 3GPP
Organizational Partners. oneM 2M ™ logo is atrademark of ETSI registered for the benefit of its Members and of the
oneM2M Partners. GSM ® and the GSM logo are trademarks registered and owned by the GSM Association.

Legal Notice

This Technical Report (TR) has been produced by ETSI 3rd Generation Partnership Project (3GPP).

The present document may refer to technical specifications or reports using their 3GPP identities. These shall be
interpreted as being references to the corresponding ETSI deliverables.

The cross reference between 3GPP and ETSI identities can be found under https.//webapp.etsi.org/key/queryform.asp.

Modal verbs terminology

In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" areto be
interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).

"must” and "must not" are NOT alowed in ETSI deliverables except when used in direct citation.

ETSI


https://ipr.etsi.org/
https://webapp.etsi.org/key/queryform.asp
https://portal.etsi.org/Services/editHelp!/Howtostart/ETSIDraftingRules.aspx

3GPP TR 26.941 version 18.1.0 Release 18 3 ETSI TR 126 941 V18.1.0 (2024-05)

Contents
INtellectual Property RIGNES.... ..ot b e e e en e ns 2
LB INOLICE ... bbbt et h bt b b nE e b e b e e et bt e bt Rt e s e e e e e e eb e n e e ns 2
MoOdal VErDS TEMINOIOQY ... .ccteieeiicieee ettt st e e s te s ae e aesbeeaeesbesreentesaeeasessesneensesreeneensessens 2
1= 11 o TSRS 5
1100 [ Tox A o] o S 6
1 o0 0L SR 7
2 REFEIBINCES ...ttt ettt a b bt s e et et e s e et e Rt e bt e b e s b et et e e et et enenbeebenrens 7
3 Definitions of terms, symbols and abbreviations............coceevrveeiini e e 9
31 LIS 1SR PR PP PPPRI 9
3.2 SYIMDOIS. ... ottt bt b e st b e e e st b e s e e h e e bt SE e e b€ SR e R e bt R e R e R e R e e b e nR e e bt R et ebe e e e ebe e e ere s 9
33 Y o] 1= V7= 0] 1SRRI 9
4 (@ VL= T OSSR 10
4.0 S 101100 SRS 10
4.1 GBNENEL ...ttt b b h ek E R £ R e R R R e R £ A e e R £ e R e R e EeARe b e e Re R e e e e b e Rt ehe bt e Rt ene e ennes 10
4.2 N0 Qs T T o = 1= 10
421 (C= 0T o OSSP PSPPSN 10
4.2.2 Network dlicing for SPecifiC @pPliCALIONS...........ccieiiriece ettt e ee e e 11
4.2.3 Service continuity for media streaming sessions migrated between Network Slices.........ccoeevevecvnenenens 13
4231 BACKGIOUNG ..ottt bbbt b et b e bt b et b e bbbt b e b 13
4232 Moving application flows to different NEtWOrk SIICES .......coiircirirciieceneee e 13
4.3 Slice orchestration and MaNBGEMENT ........coieiiiieee ettt et b et s et b et sb e n e 14
4.4 Network slice Capability EXPOSUIE. .......couieiiriiietirieeiert ettt b b bbb 15
5 Relevant SCENANOS QN0 USE CBSES ......uiverieuieirierieeiesie sttt see ettt se e sbestesbestesee e e e eneeseesesbesaeseensenens 15
51 GBNENEL ...ttt b b h ek E R £ R e R R R e R £ A e e R £ e R e R e EeARe b e e Re R e e e e b e Rt ehe bt e Rt ene e ennes 15
5.2 TYPES OF NEIWOTK SICING ...vveeeeieee ettt te et e st et e e e e es e ssaesaeesaeesseensesneesseenseenseenseeneennensnnas 15
521 Scenario 1: Operator-managed NEtWOrK SliCING......c.veiieiiei et 15
5.2.2 Scenario 2: Third-party-managed NEtWOIK SHICING......cveiieiiie e e e 16
53 (O L X oo T PP PRPPPPTPPPTI 17
531 Multiple network slices for uplink and downlink SrEBMING.........c.covrireiiieneiree e 17
532 Premium gamMing SHICE ...ttt b ettt b e et b et b 18
54 Collaboration scenarios for NEWOrK SlICING .......cocciiiiiiieee e 19
5.4.0 (€71 PR 19
54.0.1 Scenarios based on network gicing arChiteCIUre. ...........vvieeieriee e 19
5.4.0.2 LAY o T Q= ol Lo s = g = 1 SR 19
54.1 Collaboration scenarios for network dlicing based on downlink media streaming scenarios..................... 20
54.1.1 Downlink media streaming with both AF and AS deployed in the trusted Data Network.................... 20
54.1.2 Downlink media streaming with both AF and AS deployed in an external Data Network (OTT) ....... 21
54.1.3 Downlink media streaming with AFs deployed in two separate trusted Data Networks sharing

ASinan externNal Data NEIWOIK .........cooiiiiieiie ettt sre e s e eneas 22
54.2 Collaboration scenarios for network slicing with multiple slices or Data NetWOrks..........c.ccoeeveeencnenens 23
5421 Downlink media streaming with AS deployed in external Data Network and AS delivering

content through two different NEtWOrK SIICES.........cvriiiire s 23
5422 Downlink media streaming with AS deployed in multiple trusted Data Networks............ccccoveveeenienee 24
543 Collaboration options based on NEWOrK SliCiNG SCENAINOS .........crveueiririeerierieeste et eenens 25
5.4.3.0 LC T o1 - TSRS 25
5431 Scenario #1: Slice serving a set of enterprise services/appliCations............ccevveveeeieeceeseeseesese e 25
54.3.2 Scenario #2: Slice serving a specific application of an eNterprise........cocvvceveereereeceseeseese e 27
54.3.3 Scenario #3: Slice optimized for a specific service/appliCation..........ccccevceeveeve e 27
54.34 Scenario #4: Slice Serving avirtual OPEIralOr..........cicveiieie e eee st ee e sae e esnae e e nnees 28
6 Key issues and candidate SOIULIONS .........ccieieriiieieceere ettt e st eseeseeeneeneeneeas 29
6.1 Key 1SSUE #1: SErViCe PrOVISIONING . ....cciiueuiitireeiiriineeeistese ettt se et a e s e sb s s b ns e b e enesnesseneens 29
6.1.1 (D= 'w ] o] Lo o FHO SO P PSPPSR PSR 29

ETSI



3GPP TR 26.941 version 18.1.0 Release 18 4 ETSI TR 126 941 V18.1.0 (2024-05)

6.1.1.1 Provisioning multiple Network Slices for media Streaming..........cocoeeveneneineneese e 29
6.1.2 (@50l [0 = 120 1T 1o LSO 29
6.1.2.1 Candidate solution #1: Policy template provisioning for a plurality of Network Slices and/or

01N USSR 29
6.1.3 (@0 o 11T 0] 1SR 31
6.2 Key Issue #2: Realising dynamic policies using different SliCeS..........ccvvevieiriceisiese e 31
6.2.1 1S o) 31
6.2.1.1 Slice selection for M5 dynamic POlICY MEQUESES.........cceeiieriieie e see et ere e ee e sre e e sre e s e neees 31
6.2.2 CaNAITAIE SOIULTONS........eeueeeieieeterte ettt b e bbbt s e b e sb e eh e bt e e ebe e e et e besbesbesaeense e enras 31
6.2.2.1 CaNdidate SOIULTON HL........eieieieeeeeee ettt b et e e b et b e et e he et e e e b e se e besaeeb e e e enneneen 31
6.2.3 (@0 o 11T 1O 31
6.3 Key Issue #3: Moving media flowsto other NetWOrk SHCES.........cccoviiiirieiriceee s 31
6.3.1 (D= 'wi ] oo o FH ST P TSR UT SR PR 31
6.3.1.1 Migration of media streaming application flows between Network Slices.........cccovveiiiinincincneens 31
6.3.2 (@50l [To = 1S 0] LU 1o LSO 32
6.3.2.1 CanNdidate SOIULTON HL........o ettt sttt et e st e st e beseesbeeaeese e e enseeeseeseesaeeseeneeneeneens 32
6.3.3 (©00] 1 11 =T L OO USSP PP 32
6.4 Key Issue #4: AF discovery for dynamiC POLICY ......ccuevueecuiiiesiesee ettt 32
6.4.1 1S o) T 32
6.4.1.1 Discovery of 5GMS AF instance for dynamicC POLICY .......cccvvieiieviese e 32
6.4.2 CaNAITAIE SOIULTONS........eeueeeieieeterte ettt b e bbbt s e b e sb e eh e bt e e ebe e e et e besbesbesaeense e enras 32
6.4.2.1 CaNdidate SOIULTON HL........oieiieeeeeee ettt se e b et bt be e e et e b e sb e besneebe e e enneneen 32
6.4.3 (@0 o 11T 0] 1P 32
6.5 Key Issue #5: Interoperability CONSIAEIEIIONS ........coueviririeieiirieirt sttt 32
6.5.1 (D= 'wi ] oo o FH ST P TSR UT SR PR 32
6.51.1 Communication between AF instances to support interoperability..........c.ccoerereerinecninerceeee 32
6.5.2 (@50l [To = 1S 0] LU 1o LSO 33
6.5.2.1 CanNdidate SOIULTON HL........o ettt et et e st et e beseesteeaeeae e e enseneeseeseesaeeneeneeneeneens 33
6.5.3 CONCIUSIONS.....c. ettt sttt bbb s et b e bt b heeae e st e sE £ b e e R eh e e a e e e et e se e b e s Rt eheeae e b e besbeebesneennennennan 33
6.6 Key [ssue #6: SliCe reSOUrCE rESOIULION. .......ccuiiirieieeeeeesteetesee e s steeste e e e e e beeteesaesseesseesseenseeeeensenneennns 33
6.6.1 1S o) T 33
6.6.1.1 Resolve dlice-specific appliCation INSIANCES.........c.ecierieieeee et e e sreennees 33
6.6.2 CaNAITAIE SOIULTONS........eeueeiieieete ettt bttt bt bbbt e e s et b e sb e eb e e bt e e eb e e e e b e besbesbesneense s enras 33
6.6.2.1 Candidate SOIULTON HL...... .ottt sttt re e et e st et e beseesbeeaeeae e e eseeeseeseesaeeneeneeneeneens 33
6.6.3 (@0 o 11T ] 1SR 33
6.7 Key Issue #7: Bootstrapping application invocation on Network SliCe ..o 33
6.7.1 (D= 'wi ] o] [0 o FH TS U S POP TSP UT SR PSR 33
6.7.1.1 Discover appropriate Network Slice for 5GMS ProCeAUIES..........coeeierieirereeire et 33
6.7.2 (@0l [To = 120 LU 1o LSS 33
6.7.2.1 Candidate solution #1: Bootstrapping based on Traffic Descriptor information............cccccvecvecvveennen. 33
6.7.3 (©00] 1 11 =T ] LSOO PO PP 35
7 POLENLIAl FEOUINEIMENTS. .....ceieeee ettt st et s e te st e eneeseeese e aesseesessesseeneeseeeneensenseas 35
8 Conclusions and reCOMMENAELIONS. .........ceouiiieiereiie e ere et se e e e ste e stesseeneesreeneesseeneeneeseeenes 35
Annex A (informative): ChangE NISLONY ..o 37
[ 1S 0] Y PSSP 38

ETSI



3GPP TR 26.941 version 18.1.0 Release 18 5 ETSI TR 126 941 V18.1.0 (2024-05)

Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.

In the present document, modal verbs have the following meanings:
shall indicates a mandatory requirement to do something
shall not indicates an interdiction (prohibition) to do something

The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in
Technical Reports.

The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided
insofar as possible, and they are not used in a normative context except in adirect citation from an external, referenced,
non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a
referenced document.

should indicates a recommendation to do something
should not indicates a recommendation not to do something
may indicates permission to do something

need not indicates permission not to do something

The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions
"might not" or "shall not" are used instead, depending upon the meaning intended.

can indicates that something is possible
cannot indicates that something isimpossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".

will indicates that something is certain or expected to happen as aresult of action taken by an agency
the behaviour of which is outside the scope of the present document

will not indicates that something is certain or expected not to happen as aresult of action taken by an
agency the behaviour of which is outside the scope of the present document

might indicates a likelihood that something will happen as aresult of action taken by some agency the
behaviour of which is outside the scope of the present document
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might not indicates a likelihood that something will not happen as a result of action taken by some agency
the behaviour of which is outside the scope of the present document
In addition:
is (or any other verb in the indicative mood) indicates a statement of fact
isnot (or any other negative verb in the indicative mood) indicates a statement of fact

The constructions"is" and "is not" do not indicate requirements.

Introduction

This document covers key issues, candidate solutions and potential requirements for supporting network slicing with
5GM S architecture. Aspects related to provisioning of media services, dynamic policy, and resolution of slice-specific
AS instances while using network slicing for media streaming use cases are covered in this document.
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1 Scope

The present document identifies standardization needs and potential standards gaps relevant to media streaming while
using 5G network slicing. In specific, the following aspects are addressed in this document:

- Toidentify relevant use cases that can be addressed using network dicing, and study collaboration scenarios and
deployment architectures to support network dlicing for media services.

- Toidentify any missing provisioning aspects for configuring media services with one or more network slices
including QoS configuration, reporting and dynamic policy.

- Toidentify impact of network slicing on dynamic policy invocation APIs, including selection of appropriate
network slices for dynamic policy requests, possible migration of UE application traffic flows between network
dlices due to dynamic policy procedures, discovery of dynamic policy AF, and necessary routing considerations.

- Todetermine the need and describe methods for AF-to-AF communication to support interoperability if 5SGMS
AF instances from different vendors are deployed in the same 5GM S System.

- Toidentify methods for deploying, supporting, and resolving slice-specific 5GM S AS instances.

- Toidentify potential areas for normative work and communicate/align with SA2 as well as other potential 3GPP
WGs (SA5, SA6) on relevant aspects related to the study.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For aspecific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies. In the case of areference to a 3GPP document (including
aGSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications'.

2] 3GPP TR 26.804: " Study on 5G media streaming extensions".

[3] 3GPP TS 28.530: "Management and orchestration; Concepts, use cases and requirements”.

[4] 3GPP TS 28.531: "Management and orchestration; Provisioning".

[5] GSM Association NG.116, “ Generic Network Slice Template”,
https://www.gsma.com/newsroom/wp-content/upl oads//NG.116-v6.0.pdf

[6] 3GPP TR 23.700-40: " Study on enhancement of network dlicing; Phase 2".

[7] 3GPP TS 23.501: " System architecture for the 5G System (5GS)".

[8] 3GPP TS 23.700-99: "Study in Network slice capability exposure for application layer enablement
(NSCALE)".

[9] 3GPP TS 23.435: "Procedures for Network Slice Capability Exposure for Application Layer
Enablement Service".

[10] 3GPP TS 28.541: "Management and orchestration; 5G Network Resource Model (NRM); Stage 2
and stage 3".

[11] 3GPP TS 28.542: "Management and orchestration of networks and network slicing; 5G Core

Network (5GC) Network Resource Model (NRM); Stage 1.
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[12]
[13]
[14]

[15]
[16]
[17]

[24]
[25]
[26]
[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

3GPP TS 28.532: "Management and orchestration; Generic management services'.
3GPP TS 28.545: "Management and orchestration; Fault Supervision (FS)".

3GPP TS 28.546: "Management and orchestration of networks and network slicing; Fault
Supervision (FS); Stage 2 and stage 3".

3GPP TS 23.502: "Procedures for the 5G System (5GS)".
3GPP TS 23.503: "Policy and charging control framework for the 5G System (5GS); Stage 2".

3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional
architecture and information flows ™.

3GPP TS 27.007: "AT command set for User Equipment (UE)".

3GPP TS 29.520: "5G System; Network Data Analytics Services, Stage 3".

3GPP TS 26501: "5G Media Streaming (5GMS); General description and architecture”.
3GPP TS 26512: "5G Media Streaming (5GMS); Protocols”.

3GPP TS 28.552: "Management and orchestration; 5G performance measurements”.

3GPP TS 28.554: "Management and orchestration; 5G end to end Key Performance I ndicators
(KPI)".

3GPP TS 23.558: "Architecture for enabling Edge Applications'.

3GPP TR 28.809: "Study on enhancement of management data analytics'.
3GPP TR 23700-41: "Enhancement of Network Slicing Phase 3".

3GPP TS 22.261: " Service requirements for the 5G system”.

5G Media Slice Definition, version 1.2: Joint outcome between New European Media and
Networld2020 technology platforms, https.//5genesis.eu/wp-
content/uploads/2019/10/NEM_ Networl d2020-5GPPP-5G-M edia-Slice-White-Paper-V 1.pdf.

Commerciaizing 5G Network Slicing, 5G Americas White Paper:
https://www.5gameri cas.org/wp-content/upl oads/2022/07/Commercializing-5G-Network-Slicing-
Jul-2022.pdf, July 2022.

Network Slicing, Technical White Paper:
https://images.samsung.com/is/content/samsung/p5/global/busi ness/networks/ins ghts/white-
paper/network-dlicing/200420_Samsung_Network_Slicing_Final.pdf, April 2020

FCC Technological Advisory Council, 5G IOT Working Group: "5G Network Slicing
Whitepaper", https://transition.fcc.gov/bureaus/oet/tac/tacdocs/reports/2018/5G-Network-Slicing-
Whitepaper-Final v80.pdf.

Applied Network Slicing Scenarios in 5G: https.//www.ericsson.com/en/reports-and-
papers/ericsson-technol ogy-review/arti cles/applied-network-dli cing-scenarios-in-5g.

5G Network Slicing: How to Secure the Opportunity:
https.//www.j uniper.net/content/dam/www/assets/executi ve-briefs' us/en/5g-network-sli cing-how-
to-secure-the-opportunity.pdf.

Navigate the network dicing transformation journey: https.//www.ericsson.com/en/network-
slicing.

GSM Association: "5G Network Slicing”,
https.//www.gsma.com/futurenetworks/ip _services/understanding-5g/network-slicing/.

Jose Ordonez-L ucena, Pablo Ameigeiras, Luis M. Contreras, Jesis Folgueira and Diego R. L 6pez:
"On the Rollout of Network Slicing in Carrier Networks: A Technology Radar", National Library
of Medicine, Sensors, https.//www.ncbi.nlm.nih.gov/pmc/articlesPM C8659767/, December 2021.
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3 Definitions of terms, symbols and abbreviations

3.1 Terms

For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in
the present document takes precedence over the definition of the sameterm, if any, in TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2 Symbols

For the purposes of the present document, the following symbols apply:

<symbol>

<Explanation>

3.3 Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in

TR 21.905 [1].

ANDSP
CSsC
CsP
DN
DNN
ECS
EEC
eMBB
EPC
GST
MloT
MPS
MNO
MVNO
NEST
NOP
NRM
NSaaS
NSC

Access Network Discovery & Selection Policy
Communication Service Customer
Communication Service Provider
Data Network

Data Network Name

Edge Configuration Server

Edge Enabler Client

Enhanced Mobile Broadband
Evolved Packet Core

Generic Network Slice Template
Massive Internet of Things
Multimedia Priority Service
Mobile Network Operator

Mobile Virtual Network Operator
Network Slice Type

Network Operator

Network Resource Model
Network Slice as a Service
Network Slice Customer
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NSCE Network Slice Capability Enablement
NSI Network Slice Instance
NSP Network Slice Provider
NSS| Network Slice Subnet Instance
NSSP Network Slice Selection Policy
NWDAF Network Data Analytics Function
PDU Protocol Data Unit
ProSe Proximity based Services
ProSeP ProSe Policy
URSP UE Route Selection Policy
V2X Vehicle-to-Everything
V2XP V2X Policy

4 Overview

4.0 Assumptions

The following assumptions apply to the present document:

1. Possible and efficient solutions based on network slicing are sought to support the use cases listed in clause 5
and many others that also require differentiated QoS for their application streams. Network slicing may not be
the only solution to support these use cases, but is one possible solution.

2. Service requirements relating to network dlicing specified in TS 22.261 [27] and TR 23700-99 [8] are considered
for studying possible issuesin relation to 5G Media Streaming.

4.1 General

Clause 5.12 of TR 26.804 [2] provides a brief overview of network slicing feature standardization in different 3GPP
groups, areas of study related to 5G Media Streaming for specifying network slicing extensions, and potential open
issues. This clause describes different slice management processesin alittle more detail that are relevant for specifying
the media streaming aspects of network dicing.

4.2 Network slicing architecture

42.1 General

A Network Sliceisalogical network with specific capabilities and characteristics as defined in clause 3.1 of

TS 23.501 [7]. According to the supported features, functionalities and different groups of UES, the multiple Network
Slices can be deployed by the operator. More specifically, the network dice can support different functionality (e.g.,
priority, policy control), different performance requirements (e.g., latency, data rates), or different targeted users (e.g.,
MPS users, Public Safety users, corporate customers, roamers, or MVNO hosting users). For example, based on the
operator’ s needs, there can be one network slice for M10T services, one for supporting eMBB UEs and another one for
V2X services.

A Network Slice instance is a set of Network Function instances and the required resources (e.g. compute, storage and
networking resources) which form a deployed Network Slice. A slice instance includes both core network control plane
and user plane network functions as defined in clause 4.15.1 of [7].

A UE can access multiple Network Slices simultaneously. Figure 4.2.1-1 below shows some illustrative scenarios. The
occurrence of PDU Session Establishment in a Network Slice instance to a DN allows data transmission in that
Network Slice instance.

NOTE: Inthe context of 5G Media Streaming, PDU Sessions of type IPv4 or IPv6 are the primary focus.

The Network Slice Selection policiesin the UE are used to associate an application with a specific network slice during
PDU Session Establishment. A PDU Session belongs to one and only one specific Network Slice instance per PLMN.
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Therefore, different Network Slice instances do not share a PDU Session. But multiple PDU Sessionsin different
Network Slice instances may be associated with the same Data Network, identified by the same DNN.

Network Slice instance X

DNa

1 C
c X
o »
» T
q
q
g
@,
g
3
N
| —
2 2
= ES

PHLL< I HD
mDO-SCSSIONS

b
y
R

(a) UPF instance shared by slice instances

Network Slice instance Y

Network Slice instance X

—

() PDU-Sessi 3 ) DNN;
UPFy
Network Slice instance Y

(b) UPF instance per slice instance

TI ,TFX
(} PDU-Session#1 T oW DNa
I [
A PPU-Session#2 )
\} U-S€SSio } DNNg
L
URSP
Rules

Figure 4.2.1-1: Mapping of PDU Sessions to Data Network Names and Network Slice instances

In addition, enhancements to interworking between the EPC and the 5GC have been made to the 5G System, and
network slice-specific authentication and authorization are also supported. For each network slice that is subject to
Network Slice Admission Control, the monitoring and control of the number of registered UESs, the number of PDU
Sessions and the slice-maximum bit rate are defined in order to ensure that the maximum resource of the network slice
is not exceeded.

4.2.2 Network slicing for specific applications

Before application services are allowed to access specific network dlices, athird-party Application Service Provider can
negotiate with the MNO and the MNO may create or allocate the network slices based on the service requirements. For

example, a cloud gaming service provider may interact with the MNO to reserve specific network slices supporting low
latency, and high computing resources.

Afterwards, the Application Function, on behalf of the Application Service Provider, informs the 5GC that the target
application service can use the specific network dlices, i.e., by providing application guidance for UE Route Selection
Policy (URSP) determination as defined in clause 4.15.6.10 of TS 23.502 [15]. Depending on the nature of the
application guidance, the operator may update the Network Slice Selection policiesin the URSP accordingly. Asa
consequence, the application service may be migrated to the new network slice/DNN duple based on the updated URSP
rule.
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The URSP rules in the UE, which are used to associate applications with usage of particular network dlices, may be pre-
configured or provided by the PCF as defined in TS 23.503 [16]. Each URSP rule is expressed as a traffic descriptor for
application detection, e.g. | P descriptors, application descriptors, domain descriptors.

NOTE: Thereisno restriction on which part of UE should (re-)eva uate the URSP rules. This may be done by
either the Operating System or the modem layer.

Once an application is started or detected on the UE, the following procedure is followed:

1. The UE evaluatesits URSP rulesin the order of Rule Precedence and determines whether the application
matches the Traffic descriptor of any URSP rule.

a. When aURSP rule is determined to be applicable for a given application, the UE derives the suitable
network slices based on the applicable URSP rule.

b. If the UE determinesthat there is more than one existing PDU Session which matches agiven URSP rule, it
is up to UE implementation (Operating System or modem layer) to select one of them to use. Otherwise, the
UE triesto establish anew PDU Session using the derived network slices.

2. If thereis no matching URSP rule (except the “match all” rule), the UE usesits own local configuration (if any)
to determine which PDU Session to use.

NOTE: TheUE loca configuration in this context isinformation about the associated application, such as
application-specific parameters to set up a PDU Session or end user configuration for specific
applications. This can be provisioned in the UE viathe application layer, e.g. following interaction
between the Edge Enabler Client (EEC) and the Edge Configuration Server (ECS), as defined in
TS 23.558 [24].

3. When URSP rules are updated, or when a particular URSP rule’ s validity changes, the association of existing
applications to PDU Sessions may need to be re-evaluated.

4. Depending on UE implementation, the associations between applications and PDU Sessions may also be re-
evaluated periodically, independent of any changesto URSP rules.

In the case where a network slice becomes unavailable (e.g. due to overload), the AMF istriggered, either by local
configuration (e.g. trigger from OAM) or by a notification from the Access and Mobility Management PCF (AM PCF)
or by the NSSF [26], to replace the current S-NSSAI with a previously chosen Alternative S-NSSAI. Using a suitable
NAS procedure (e.g. UE Configuration Update) the AMF informs the UE about the Alternative S-NSSAI as well as
providing the mapping between S-NSSAI(s) and Alternative S-NSSAI(s) in the Allowed NSSAI and/or in the
Configured NSSAI.

1. Inthe case where thereis no existing PDU Session in the unavailable dice and the UE istrying to establish a
new one to support a 5G Media Streaming session, the UE may provide both the Alternative S-NSSAI and the
current S-NSSAI in the PDU Session Establishment message, in which case the AMF provides both S-NSSAI
values to the SMF for the PDU Session establishment. The SMF proceeds with the PDU Session Establishment
using the Alternative S-NSSAI. As aresult, the new PDU Session is established over the Alternative S-NSSAI
with anew |P address.

2. Inthe case where an ongoing 5G Media Streaming session is already being carried over the PDU Session
associated with the unavailable dice, the AMF informs the SMF responsible for the PDU Session that it isto be
transferred to the Alternative S-NSSAI. Then, depending on the Session and Service Continuity (SSC) mode of
the existing PDU Session, either:

- SSC mode 1: The SMF further updates the network slicesin the UE/RAN/UPF viathe PDU Session
Modification procedure. In this case, the | P address of the PDU Session remains the same.

- SSCmode 2 or 3: The SMF triggers the modification/release of the PDU Session and re-establishment of the
PDU Session in the Alternative SSNSSAI. In this case, anew |P addressis alocated during the PDU Session
re-establishment procedure and the ongoing 5G Media Streaming session at reference point M4 and M5
needs to be migrated to the new PDU Session.

When the AMF is notified that the replaced network dlice has become available again (e.g., congestion has been
mitigated), the AMF reconfigures the UE (e.g., by using the UE Configuration Update procedure or else as a matter of
course when the UE next registers with the network) to use the replaced S-NSSAI if it has already configured the UE to
use the Alternative S-NSSAI when the S-NSSAI became unavailable. Furthermore, if a PDU Session was established in
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the Alternative S-NSSAI when the replaced S-NSSAI became unavailable, the AMF triggers transfer of that PDU
Session to the replaced S-NSSAI when the S-NSSAI becomes available again by updating the SMF(s) of the PDU
Session using the Nsmf_PDUSession_UpdateSMContext service operation described in clause 5.2.8.2.6 of
TS26.502[15].

4.2.3  Service continuity for media streaming sessions migrated between
Network Slices

4231 Background

TR 28.809 [25] isthe result of afeasibility study that looked into aspects of management data analytics. Clause 6 of
[25] specifies use cases, potential requirements and possible solutions for management data analytics. One of the issues
relating to service-level specifications documented in clause 6.3.2 of [25] is the issue of network slice load analysis,
described as follows:

Network slice load may vary over time. Therefore, network resources allocated initially could not always satisfy the
traffic requirements, for example, the network slice may be overloaded or underutilized. V arious factors may impact
the network dice load, e.g. number of UEs accessing the network, number of PDU sessions, service types and the
end users distribution. Overload of signalling in control plane and/or user data congestion in user plane will lead
underperforming network. Besides, allocating excessive resources for network slice with light load will decrease
resource efficiency.

From the above, it is understood that a Network Slice can become overloaded from time to time, and that consequently
the slice cannot satisfy the traffic requirements, and therefore may fail to meet its SLA.

Clause 5.1 of TR 23700-41 [26] describes arelated key issue "Key Issue#l: Support of Network Slice Service
Continuity" in terms similar to the issue described above in [25] above. Specifically, aspects related to service
continuity are being studied for two scenarios - a"no mobility" scenario and an "inter-RA mobility" scenario - in the
case when a Network Slice or Network Slice instance in the Core Network (CN) or target CN is overloaded or
undergoing planned maintenance (e.g., Network Slice termination), and the network performance of the Network Slice
cannot meet the SLA.

As described in clause 4.2.2 of the present document, SA2 isin the process of specifying a method where an aternative
diceisidentified in advance, with the aim of migrating application traffic from the PDU Session in the current dice to
the existing PDU Session or anew onein that alternative dlice.

4.2.3.2 Moving application flows to different Network Slices

The 5G System provides generic support for moving application flows to different slices. Asdescribed in
clause 5.15.5.2.2 of TS 23.501 [7] on determining whether ongoing traffic can be routed over existing PDU Sessionsin
other Network Slices:

The UE uses either the URSP rules (which includes the NSSP) or the UE Local Configuration as defined in
clause 6.1.2.2.1 of TS 23.503 [16] to determine whether ongoing traffic can be routed over existing PDU Sessions
belonging to other Network Slices or establish new PDU Session(s) associated with same/other Network Slice.

From the above, it is clear that either the URSP rules delivered to the UE or the UE loca configuration determine how
ongoing application traffic can be routed over existing PDU Sessions belonging to other Network Slices.

Clause 4.2.2 of the present document describes how the URSP rules are used to route application traffic through
appropriate network dlices.

For UE Local Configuration, clause 6.1.2.2.1 of [16] describes UE policy control, and specifies that among the four
policy objects - Access Network Discovery & Selection Policy (ANDSP), UE Route Selection Policy (URSP), V2X
Policy (V2XP), and ProSe Policy (ProSeP) - only ANDSP and URSP may be pre-configured in the UE.
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4.3 Slice orchestration and management

TS28.530[3] and TS 28.531 [4] specify general concepts related to network slicing and dlice life cycle management
including specification of roles related to network slicing such as the CSC, CSP, NOP, NSC, and NSP. A network
operator can perform both the roles of a CSP and NSP. A request from a CSC or NSC to the CSP or the NSP
respectively for setting up a network dlice isin the form of a set of dice attributes that represents the service
requirements for the service that the customer intendsto provide to its users.

The GSM Association describes a GST template [5] which specifies a set of attributes that characterize a given type of
network slice/service. The dlice customer prepares a NEST based on GST attributes and forwards it to the NSP for dice
orchestration. A NEST isa GST filled with values. A study on GST attributesis specified in TR 23.700-40 [6], and a
reference to GST attributesisincluded in clause 5.15.2.2 of TS 23.501 [7]. GST attributes and NEST are al so discussed
in study on network slice capability exposure for application enablement (NSCALE) in TR 23.700-99 [8]. The
normative specification for thiswork is being specified in TS 23.435[9].

GST attributes, as defined in [5], are categorized into two types:

- Character attributes: These attributes typically characterize a dice (e.g., throughput, latency, APIsetc.). The
character attributes can be further classified as relating to performance, function, or control and management

- Scalability attributes: These attributes provide information about the scalability of a dlice (e.g., number of UES)

The CSP/NSP trandlates the NEST to service requirements for a set of subnets (e.g., core, transport network, RAN)
using the slice NRM as described in TS 28.530 [3], TS 28.541 [10], TS 28.542 [11]. Based on individual slice subnet
requirements, slice subnet resources are provisioned using slice orchestration operations for creating and managing NSI
and NSSI resources as defined in TS 28.531 [4]. Such operations include:

- Creation/modification/termination of NSI instances.
- Creation/modification/termination of NSSI instances.
- Creation/modification/termination of 3GPP NF instances.

Management and orchestration concepts such as provisioning management services, fault supervision management
services, and performance assurance management services in addition to management service specification on the above
dlice resources are specified in TS 28.532 [12]. TS 28.545[13] and TS 28.546 [14] describe fault supervision aspects of
management and orchestration of networks and network dicing.

TS23.501[7] and TS 23.502 [15] specify control plane architecture and procedures on enabling the connection of the
UE to the above provisioned network dlices including establishment of PDU sessions through those slicesto the
intended DNN. TS 23.503 [16] describes the data model for URSP rules and NSSP policies that enable UE application
traffic to be routed through the provisioned network slices to the respective DNNSs.

In addition, a study on network slice capability exposure for application layer enablement is described in TR 23.700-
99 [8]. The application layer enablement architecture in [8] is based on the Service Enabler Architecture Layer for
Verticals (SEAL) whose functional architecture and information flows are specified in TS 23.434 [17].

One of the key issues under study in [8] is whether a more concise approach to managing the lifecycle of network slices
exposed to the application layer with additional functionality for verticals can be defined. One of the solutions being
studied in clause 6.1.1 of [8] isto interface the network slice capability enablement server with the 5G system in order
to perform al the network dice lifecycle management operations defined in [3] and [4]. With this capability,
applications of different verticals can interface with the network slice capability enablement server for al network slice
related operations.

TS 27.007 [18], in clause 10.1, describes how via AT commands the UE is able to set network dlice preferences.
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4.4 Network slice capability exposure

TR 23.700-99 [8] documents several key issues and candidate solutions in addition to enabling network dlice lifecycle
management operations using the network dlice capability enablement server. Some of the key issues relevant to that
study are the following:

- Discovery and registration aspects for management service exposure.

- Network dice fault management capability.

- Communication service management exposure.

- Application layer QoS verification capability enablement.

- Network dlice related performance and analytics exposure.

- Network dlice capability exposure in the edge data network.

- Délivery of existing network slice information to the trusted third party.
- Network slice creation to the third party and UE.

In addition to the above information available at the network slice capability enablement server, TS 29.520 [19]
specifies the stage-3 definition of NWDAF Services of the 5G System and provides a data model for network slice
information that NWDAF can provide to authorized customers. Such information can also be used as network dlice
capability information.

5 Relevant scenarios and use cases
51 General

5.2 Types of network slicing

5.2.1 Scenario 1: Operator-managed network slicing

In the operator-managed network dlice scenario, the operator instantiates, configures, and manages a network dlice that
can be used by one or more customers (e.g., third-party service providers). A customer intending to provide a service to
its users with differentiated quality of service or experience, requests that the operator sets up communication services
in anetwork slice through which its users can access the customer’ s service. The customer does not have any
information about the slice internals, and completely relies on the operator to set up the resources requested by the
customer in a network slice and make the service accessible to that customer’s usersin that dlice.

The customer and the operator negotiate a set of service requirements based on the expectation of the service that the
customer intends to provide to its users. One way of negotiating service requirements is the use of GST attributes
specified by GSM Association in [5]. Some of the performance-related GST attributes resemble the QoS service
requirements specified in TS 26.501 [20] and TS 26.512 [21] as part of the M 1d reference point specification.

NOTE: A detailed mapping between the GST attributes and the QoS attributes specified in [20] and [21] isfor
future study.

In this scenario, an Application Service Provider, as a customer of the operator providing a network slice, can negotiate
service parameters to be provided in a network slice. Based on the negotiated service requirements, the operator
provisions necessary control and management functions to enable the setting up of an end-to-end network dice
spanning different slice domains (e.g., RAN, Core, Transport etc.). The operator-provided management functions
manage the end-to-end operation of the network slice and guarantee the availability of application functions that are
deployed inthat dlice. TS 28.545 [13], TS 28.546 [14], TS 28.552 [22], TS 28.554 [23] define fault management and
performance management capabilities which can be used to measure and assure the health of different slice resources.
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By delegating these functions to the Mobile Network Operator, a media Application Service Provider can focus on
media service delivery, using the 5G Media Streaming capabilities defined in TS 26.501 [20] and TS 26.512 [21], by
interacting with the application functions provisioned in the network slice.

5.2.2 Scenario 2: Third-party-managed network slicing

In this scenario, athird party requests that the operator provisions a network slice based on certain requirements. The
operator provisions a network slice and handsit over to the third party. This mode of operation is specified in
TS28.530[3] and is referred to as Network Slice-as-a-Service (NSaaS). Once the slice is handed over, the third party
may enhance the network dlice e.g., by adding custom network functions, modifying slice configuration, etc.

A method for negotiating requirements for NSaaS service is the use of GST attributes specified by the GSM
Associationin GSMA NG.116 [5]. In addition to the performance-related characteristics, a number of scalability-related
attributes may be used to describe the requirements of the slice to be provisioned in the 5G System.

The third party then provides the network slice resources to its customers. As described in the previous scenario,
customers of the third party may then negotiate with the third party to set up communication services in that network
dlice. The users of these customers will then be able to access the customer’ s service using the provisioned network
dice.

An Application Service Provider may function as the third party in this scenario in which case it receives a provisioned
network slice as a service from the Mobile Network Operator. In this case, in addition to the capabilities described in
TS26.501[20] and TS 26.512 [21] a5GMS Application Provider in the role of Application Service Provider may have
additional facilities to control and manage the resources of the network slice.

A 5GMS Application Provider with the additional role of Network Slice Capability Exposure (NSCE) service provider
may provide Network Slice Capability Exposure servicesto its users for Application Layer Enablement using the
procedures and information flows specified in TS 23.435 [9]. Following are some of the network dice capability
enablement features, a 5GM S Application Provider may benefit from:

1. Receive application layer network dice life-cycle management information based on network slice status
collected from the 5G System (clause 9.4 of [9]). The 5GM S Application Provider may use thisinformation to
potentially activate feature such as metrics reporting (clause 7.8 of TS 26.512 [21]) and consumption reporting
(clause 7.7 of TS 26.512 [21]), and update Policy Templates using Policy Template Provisioning API (clause 7.9
of TS26.512 [21])

2. Network slice optimization based on customer application policy (clause 9.5 of [9]). The 5GMS Application
Provider may use the policy information to potentially update Policy Templates for 5G Media Streaming using
Policy Template Provisioning API (clause 7.9 of TS 26.512 [21])

3. For agivendlice, discovery of management service capabilities and related permissions, and exposure of new or
modified management service capabilities based on changes at OAM (clause 9.6 of [9]). The 5GM S Application
Provider may use thisinformation to potentially activate edge resource provisioning for 5G Media Streaming
(clause 7.10 of TS26.512 [21])

4. End-to-end network dlice performance and analytics monitoring information based on data collected by the
NSCE server from OAM, 5G Network etc. (clause 9.7 of [9]). The 5GM S Application Provider may use this
information to potentially activate feature such as metrics reporting (clause 7.8 of TS26.512 [21]) and
consumption reporting (clause 7.7 of TS 26.512), and update Policy Templates using Policy Template
Provisioning API (clause 7.9 of TS 26.512 [21])

5. Coordinated resource optimization across multiple slices to realize optimized and efficient resource usage among
multiple slices sharing common network resources (clause 9.10 of [9]). The 5GMS Application Provider may
potentially update Policy Templates for one or more network slices using Policy Template Provisioning API
(clause 7.9 of TS26.512 [21])

6. Network slice adaptation for customer application (clause 9.11 of [9]). Using this capability, the 5GMS
Application Provider may potentially activate feature such as metrics reporting (clause 7.8 of TS 26.512 [21])
and consumption reporting (clause 7.7 of TS 26.512), and update Policy Templates using Policy Template
Provisioning API (clause 7.9 of TS 26.512 [21])

7. Communication service life-cycle management to realize all ocation of proper network dice resources to support
customer application requirements (clause 9.12 of [9]). The 5GM S Application Provider may use this
information to potentially negotiate requirements with the MNO as described in clause 4.3 of present document.
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8. Receive network dice diagnostics information about specific event(s) related to service experience (clause 9.14
of [9]). The 56GMS Application Provider may use this information to potentially activate feature such as metrics
reporting (clause 7.8 of TS 26.512 [21]) and consumption reporting (clause 7.7 of TS 26.512), and update Policy
Templates using Policy Template Provisioning API (clause 7.9 of TS 26.512 [21])

9. Receive fault management information gathered from different data sources to identify problems relating to
network connectivity and network performance (clause 9.15 of [9]). The 5GM S Application Provider may use
thisinformation to potentially activate feature such as metrics reporting (clause 7.8 of TS 26.512 [21]) and
consumption reporting (clause 7.7 of TS 26.512), and update Policy Templates using Policy Template
Provisioning API (clause 7.9 of TS 26.512 [21])

10. Verification of dice requirements and alignment capability based on QoS achievement status together with
OAM QoS data versus the real customer QoS data collected from end users of customers (clause 9.16 of [9]).
The 5GM S Application Provider may use thisinformation to potentially activate feature such as metrics
reporting (clause 7.8 of TS 26.512 [21]) and consumption reporting (clause 7.7 of TS 26.512), and update Policy
Templates using Policy Template Provisioning API (clause 7.9 of TS 26.512 [21])

11. Receive network dlice information e.g., retrieval and conversion of Network Slice Service Profilein 5GS as
specified in TS 28.532 [12] (clause 9.17 of [9]). The 5GM S Application Provider may use this information to
potentially negotiate requirements with the MNO as described in clause 4.3 of present document.

12. Perform network slice allocation if it cannot access 5G management system directly (clause 9.18 of [9]). The
5GMS Application Provider may use thisinformation to potentially negotiate requirements with the MNO as
described in clause 4.3 of present document.

53 Use cases

5.3.1 Multiple network slices for uplink and downlink streaming

[28] describes a number of media and content use cases that cover most of the common media and content situations
from production to consumption. The two technology groups that co-authored [28] (New European Media and
Networld2020) present nine use cases and have identified twelve parameters to adapt the network to application
requirements. The following table lists the nine use cases, along with a mention of those use cases having strict QoS
requirements in the uplink and/or downlink direction.

Use Case Uplink Slice  Downlink Slice
Ultra-high fidelity imaging for medical applications
Immersive and Interactive Media
Audio Streaming in Live Productions

Remote, Co-operative and Smart Media Production
incorporating User-Generated Content
Professional Content Production

Machine generated content

Collaborative design including immersive communication
Dynamic and Flexible UHD Content Distribution over 5G CDNs
Smart Education

v
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The authors make a case for different design choices using number of slices for media use cases. An extract from the
document:

Other use cases, identified in Chapter 2, requiring a combination of both uplink and downlink traffic, often with
strong latency requirements, are the following:

- Immersive and | nteractive media

Audio Streaming in Live productions
- Coallaborative Design including Immersive Communication
- Smart Education

For these use cases the uplink traffic needs to be synchronised or correlated to the downlink traffic. In order to
support these use cases, the 5G system should provide one of the following:

- anew type of slice with support for downlink and uplink at the same time

- theability to link an uplink siceto a downlink dicein order to synchronise or correlate the uplink
traffic and the downlink traffic running through them, respectively.

One way to realize the use cases referenced above requiring a combination of uplink and downlink traffic is to run them
in different network dices. By doing so, QoS requirements for uplink traffic and downlink traffic can be provided using
differentiated QoS possible because of network dlicing.

NOTE: Uplink and downlink traffic carried over different network slices should have different Traffic descriptors
(containing one or more components, as described in table 6.6.2.1-2 of TS 23.503 [16]).

5.3.2 Premium gaming slice

[29] discusses aspects related to commercializing 5G network dlicing. The white paper discusses network slicing use
cases and path to initial commercialization, and evolution of network slicing technology. The white paper discusses
gaming slice scenarios, and talks of two use-cases:

- Premium service use-case: where the user pays in a subscription model and will be able to use such premium
treatment whenever it needs [provided using a separ ate dedicated premium network dlice]

- Upsdl use-case: where the user pays a one-time fee for a premium slice-enabled treatment, such asin the
previously mentioned example of atemporary boost in performance for video or gaming

The white paper states the following:

One aspect we have hinted at but not discussed in detail is the on-demand enablement of slicing in the upsell
scenario. While the Premium use case approach can be implemented by configuring the network with allowed
NSSAI-s and modifying the user profile to use specific NSSAI when accessing the network, the Upsell approach
reguires communication between subscriber’s app, or the OS in case it intermediates the payment, and the Core for
the purpose of dynamically managing the slicing activation/deactivation, as well as the monetization aspect. An
example of upsell in our gaming slice scenario involves asking the user to purchase the gaming slice treatment
for a desired duration at a premium slice, at which point a network API would be accessed to enable the user
to access the gaming dlice. In this example, it would trigger the sending of a new URSP table that containsthe
rule and route for the gaming NSSAI.
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54 Collaboration scenarios for network slicing

54.0 General

5.4.0.1 Scenarios based on network slicing architecture

Clause 4.2 of the present document describes network dlicing architecture based on specificationin TS 23.501 [7] and
figure 4.2.1-1 summarises the relationships between network slice instances, PDU Sessions, and DNNSs.

From figure 4.2.1-1, the following can be inferred:
1. A UPFinstance may be shared between multiple network dlices.
2. Multiple PDU Sessions terminating in different Data Networks may share the same slice.
3. PDU Sessionsin different network dlice instances may terminate in the same Data Network.
Based on this, the following two collaborations not currently specified in TS 26.501 [20] are possible:
- Downlink media streaming wherein a5GM S AS delivers content through two different network dlices.

- Downlink media streaming wherein 5GMS AS instances deployed in different Trusted DNs are accessed by the
5GM&d client in the same network slice.

Clause 5.4.2 of the present document describes collaboration options based on the above two possibilities.

5.4.0.2 Network slicing scenarios

Thereis some literature on the web about 5G network dicing [30][31][32][33][34][35]. Some of these [31][32][33]
have information about possible ways network slicing could be used. Based on literature study, and related standard
specification in 3GPP and other SDOs, we can discuss network slicing scenarios from the following perspective.

Clause 5.15.2 of TS 23.501 [7] describes the identification of network slice using NSSAI, and specifies the following:
An SNSSAI identifies a Network Sice.
An S'NSSAI is comprised of:

- A Sice/Service type (SST), which refers to the expected Network Sice behaviour in terms of features and
services,

- A dice Differentiator (SD), which is optional information that complements the Sice/Service type(s) to
differentiate amongst multiple Network Sices of the same Sice/Service type.

Table5.15.2.2-1 of TS 23.501 [7] specifies standardized SST values. [36][30][37] shed light on usage of the SD value
as away to describe services, customer information and dice priority. Of particular interest amongst these three types of
information is the customer information (or the tenancy information) which indicates the slice allocated to a specific
customer/tenant, and the service information (to identify a service/application).

Based on the above NSSAI identification, different network dlicing scenarios are possible:

1. Adiceallocated for a specific customer/tenant. For example, a network slice allocated by the MNO for a
specific enterprise. In this scenario, all applications of every UE in the enterprise use the allocated network dice.
The SD field of the SNSSAI is used to indicate the customer/tenant.

- Both the Android [38] and iOS [39] mobile Operating Systems have recently started supporting 5G network
dlicing in mobile devices for enterprise users. Android 12 onwards supports network slicing with a separate
enterprise sice and dlicing based on user profiles, while Android 13 onwards supports network slicing with
multiple enterprise slices [38].

2. Adiceallocated for a specific customer/tenant for a specific service/application. For example, a network dice
allocated by the MNO for a specific enterprise and application. In this scenario, the application in every UE in
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the enterprise uses the allocated enterprise network dlice; all other applicationsin enterprise UEs use a different
(possibly default) network dlice. The SD field of the SINSSAI is used to indicate the customer/tenant and the
service information.

3. Adliceallocated for a specific service/application: For example, adlice optimized for 5G Media Streaming. In
this scenario, the optimized dlice is shared between all UEs, specifically for 5G Media Streaming application; the
UEs use a different (possibly default) slice for other applications/services. The SD field of the S-NSSAI is used
to indicate the service/application.

- The GSM Association specifies application-based network dlicing [35], in which different network slices are
provisioned for different applications.

4. Adliceleased by MNO to a virtual operator. In this scenario, the virtual operator leases a network slice from the
MNO, and in turn, can offer any of the above three network dlicing scenarios to its customers over the leased
network slice.

Clause 5.4.3 of the present document describes collaboration options based on the above network slicing scenarios.

54.1 Collaboration scenarios for network slicing based on downlink media
streaming scenarios

This clause presents the MNO CDN, OTT, and multi-MNO distribution collaboration scenarios corresponding to those
described in clauses A.2, A.3, and A.8 of TS 26.501 [20] enhanced with network dicing. Other MNO CDN and OTT
collaboration scenarios (clauses A.1, A.4, A5, A.6, A.7 of TS 26.501 [20]) can be similarly enhanced, and are therefore
not presented here.

5411 Downlink media streaming with both AF and AS deployed in the trusted Data
Network

The collaboration scenario shown in figure 5.4.1.1-1 corresponds to the MNO CDN collaboration scenario described in
clause A.2 of TS 26.501 [20] delivered using a network dlice.

| M8d 1
1 1
5GMSd-
Aware
Application
Network Slice Instance X 5GMSd
5GMSd AF icati
M1d Appllc_atlon
Provider
5GMSd VI3
Client ( \ PDU Session #A) ;
5GMSd AS
\J M4d / M2d
UE Trusted DN External DN

Figure 5.4.1.1-1: Downlink media streaming with AF and AS in the trusted Data Network
with Network Slicing

The 5GM Sd Application Provider may negotiate with the MNO for creation of a network slice as described in
clause 4.2.2. The network slice is provisioned by the network operator as described in clause 4.3.

All the interactions between the participating entities (5GM Sd Application Provider, 5GM Sd-Aware Application,
5GM&d Client, 5GM Sd AF, and 5GM Sd AS) for the 5G Media Streaming session described in clause A.2 of

TS 26.501 [20] apply in this scenario. All M4d interactions happen through a PDU Session established within the
provisioned network dlice.
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5.4.1.2 Downlink media streaming with both AF and AS deployed in an external Data
Network (OTT)

This collaboration scenario shown in figure 5.4.1.2-1 corresponds to the OTT collaboration scenario described in
clause A.3 of TS 26.501 [20] delivered using a network slice.

. M8d '
1
5GMSd- N33
Aware NEF
Application
Network Slice Instance X
M1d’ 5GMSd
[\ wsd Y 5GMSd AF Application
5GMSd PDU Session #A : Provider
Client
M2d’
\Z 4d 7 5GMSd AS
UE Trusted DN External DN

Figure 5.4.1.2-1: Downlink media streaming with AF and AS in an external Data Network (OTT)
with Network Slicing

The 5GM Sd Application Provider may negotiate with the MNO for the creation of a network dlice as described in
clause 4.2.2. The network slice is provisioned by the network operator as described in clause 4.3.

All the interactions between all the participating entities (5GM Sd Application Provider, 5GM Sd-Aware Application,
5GMSd Client, 5GM Sd AF, and 5GM Sd AS) described in clause A.3 of TS 26.501 [20] apply in this scenario. All M4d
and M5d interactions happen through a PDU Session established within the provisioned network dlice.
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5.4.1.3 Downlink media streaming with AFs deployed in two separate trusted Data
Networks sharing AS in an external Data Network

This collaboration scenario shown in figure 5.4.1.3-1 represents a multi-MNO distribution scenario where an external
CDN (5GMSd AYS) is used to deliver content to multiple UES connected to different 5GM Sd-capable PLMNS, as
described in clause A.8 of TS 26.501 [20], but delivered using network slices on those PLMNSs.

1 M8d 1
1 1
SGMSd- N5 Trusted DN (PLMN #1) !
Aware PCF 1
Application |
Network Slice Instance X '
1
[\ wsd \ 5GMSd AF M1d !
s PDU Session #A el il
Client 7 hid 7
L M1d’
Provisioning
UE (PLMIN #1) 5GMSd
; Application
UE (PLVIN #2) Vo Provider
Network Slice Instance Y 5GMSd AS
M4d
5GMsd PDU Session #8
Client M5d 5GMSd AF |
(5GMSd AF #1) M1d
|
|
1
5GMSd- - N> |
Aware |
Application I
5 Trusted DN (PLMN #2) External DN |
|

Figure 5.4.1.3-1: Downlink media streaming with AFs in two trusted Data Networks sharing AS in
external Data Network with Network Slicing

The 5GM Sd Application Provider may negotiate with each of the PLMNs for creation of network sliced as described in
clause 4.2.2 of the present document. The network slice for each PLMN is provisioned by the PLMN operator as
described in clause 4.3.

All the interactions between all the participating entities (5GM Sd Application Provider, 5GM Sd-Aware Application,
5GM&d Client, 5GM Sd AF, and 5GM Sd AS, PCF) described in clause A.8 of TS 26.501 [20] apply in this scenario. All
M4 and M5 interactions happen through PDU Sessions established within the provisioned network slices. Each UE ina
different PLMN may use the provisioned network dicein that PLMN for all the 5G Media Streaming operations. The
same external CDN (5GM Sd AS) serves the users of both the PLMNSs, and all the signaling and media traffic is sent
through PSU Sessions in respective network glices.
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5.4.2 Collaboration scenarios for network slicing with multiple slices or
Data Networks

5421 Downlink media streaming with AS deployed in external Data Network and
AS delivering content through two different network slices

This collaboration scenario shown in figure 5.4.2.1-1 represents the case of accessing the same external Data Network
through two different network slices shown in figure 4.2.1-1. An external CDN (5GMSd AS) is accessed by the UE via
this Data Network.
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5GMSd- A :
INYETTE Network Slice Instance X !
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1
_ I
PDU Session #A |
a \ M1d’
% Mad | Provisioning
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& / TV ERF 5GMSd
4 i M3d P
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M2d’ i
5GMSd Network Slice Instance Y SO Provider
Client
L PDU Session #B\
Mad |
UE Trusted DN External DN

Figure 5.4.2.1-1: Downlink media streaming with AS in external Data Network accessible through two
different network slices

The 5GM Sd Application Provider may negotiate with the MNO to setup two different network slices with different
SLAs asdescribed in clause 4.3. After the SLA negotiation, the operator may provision two network dlices, and provide
connectivity servicesto the external Data Network through both the slices.

The 5GM Sd Application Provider may deliver Service Access Information through reference point M8d. The Service
Access Information delivered to the 5GM Sd-Aware Application may have information about different Service
Operation Points accessible through each of the network slices. Upon receiving the Service Access Information, the
5GM Sd-Aware Application passes this information to the 5GM Sd Client. The 5GM Sd Client selects the Service
Operation Point of interest, and requests media streaming session establishment over the PDU Session in the network
dlice that provides the required Service Operation Point. Media streaming (M4d) thus happens through the selected
network slice.

The other network slice may be used to fetch other media streaming assets (depending on criticality and SLA
availability considerations), or serves as an alternate network slice in case the first slice becomes unavailable, as
discussed in clause 6.3.

NOTE: The usage of multiple network slices simultaneously by the same application is currently not supported by
either Android or iOS. This collaboration scenario is unlikely to be deployed.
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5.4.2.2 Downlink media streaming with AS deployed in multiple trusted Data
Networks

This collaboration scenario shown in figure 5.4.2.2-1 represents the case of accessing two different Data Networks
using the same network dice as shown in figure 4.2.1-1. A CDN server (5GMSd AS) is either deployed in each of the
trusted Data Networks, or presents a multi-homed interface at reference point M4d through each of the trusted DNs.
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— Aware Network Slice Instance X :
Application )
PDU Session #A \ .
: 5GMSd AS
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5GMSd Application
i Trusted DN #2 Provider
Client
PDU Session #B)\ M3d
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\} f 5GMSd AS
J
M2d
UE
External DN

Figure 5.4.2.2-1: Downlink media streaming with AS deployed in multiple trusted Data Networks

The 5GM Sd Application Provider may negotiate with the MNO to provision a network slice as described in clause 4.3.
The operator provisions the network dslice, and provides connectivity services to both the DNs through the dlice.

The 5GM Sd Application Provider may deliver Service Access Information through reference point M8d. The Service
Access Information delivered to the 5GM Sd-Aware Application may have information about different Service
Operation Points accessible through each of the DNs. For example, an enterprise may utilize an enterprise-specific
CDN (e.g., hosting enterprise-related video tutorials). 5G Media Streaming sessions for enterprise-related video
tutorials use the PDU Session terminating in the enterprise-specific CDN, while some other video tutorial requests are
sent through PDU Sessions terminating in a different CDN. Alternatively, a DN may act as a back-up CDN, utilized by
the 5GMSd Client if the primary CDN isinaccessible or unavailable for any reason.

In avariant of this scenario, the second CDN may be a CDN edge with optional media processing.
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In another variation of the above scenario shown in figure 5.4.2.2-1, acommon 5GM S AS may serve traffic via two
trusted Data Networks down the separate PDU Sessions, as shown in figure 5.4.2.2-2.
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Figure 5.4.2.2-2: Downlink media streaming with single AS serving traffic
through multiple Data Networks

5.4.3 Collaboration options based on network slicing scenarios

5430 General

Scenarios described in this clause are based on the MNO CDN collaboration scenario described in clause A.7 of
TS 26.501 [20] wherein both the 5GMSd AF and 5GM Sd AS are deployed in the Trusted DN, and the 5GMSd
Application Provider uses reference points M1d and M2d respectively to interact with them.

NOTE: All the collaboration scenarios described in clause A of TS 26.501 [20] can be similarly shown with each
of the network slicing scenarios described in this clause.
5431 Scenario #1: Slice serving a set of enterprise services/applications

Thisisanetwork dicing scenario wherein the MNO, upon a request from an enterprise, allocates one or more network
slices exclusively for enterprise users.

Figure 5.4.3.1-1 shows the case of an enterprise network slice for all applicationsin the enterprise UE. Every
application on the enterprise UE, including the 5GM Sd-Aware Application, uses the allocated network dlice for
communication with the DN entities.

NOTE: Android 12 onwards supports network slicing with a separate enterprise network dlice allocated by the
MNO.
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Figure 5.4.3.1-1: Network slice for all applications in the enterprise UE

Figure 5.4.3.1-2 shows the case of an enterprise network slice for applicationsin the enterprise profile of the UE.
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Figure 5.4.3.1-2: Network slice for enterprise profile applications
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In this scenario:

- Every application in the enterprise/work profile of the UE, including the 5GM Sd-Aware Application, uses the
alocated enterprise network slice for communication with DN entities accessible from that dlice.

- Every application in the non-enterprise profile of the UE (e.g., personal profile), including the 5GM Sd-Aware
application, uses the default (e.g., eMBB) network slice for communication with DN entities accessible from that
dice.

NOTE: Android 13 onwards supports network slicing with multiple enterprise dices, and dicing based on user
profiles.
5.4.3.2 Scenario #2: Slice serving a specific application of an enterprise

Thisisanetwork slicing scenario wherein the MNO, upon a request from an enterprise, allocates a specific network
dice for a specific service/application for enterprise users.

Figure 5.4.3.2-1 shows the case of an enterprise network dlice for a specific application (e.g., 5GM Sd-Aware
Application) for enterprise UES. The media streaming traffic belonging to the 5GM Sd-Aware application is sent
through the enterprise network slice, while traffic for all other applicationsis sent through a default network slice (e.g.
eMBB).
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Figure 5.4.3.2-1: Network slice for specific application for enterprise users

URSP rules, provisioned by the PCF, as described in clause 6.6.2.2 of TS 23.503[16], assist in traffic detection and
route selection of appropriate network slice for application traffic in the UE.
5.4.3.3 Scenario #3: Slice optimized for a specific service/application

Thisisanetwork slicing scenario wherein the MNO allocates a specific network slice for a specific service/application
for use by multiple users. (The MNO may also provision additional network slices for carrying traffic of other specific
applications.)

NOTE 1: The GSM Association specifies application-based network dlicing [40], in which different network slices
are provisioned for different applications.

NOTE 2: Unlike Scenario#1 and Scenario#2, the usersin this scenario need not belong to the same enterprise.
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Figure 5.4.3.3-1 shows the case of a dice optimized for downlink 5G Media Streaming. The traffic belonging to the
5GM Sd-Aware Applications of all usersis sent through this network slice, while the traffic of other applicationsis sent
through a default network slice (e.g., eMBB).
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Figure 5.4.3.3-1: Network slice for specific application for all users

URSRP rules, provisioned by the PCF, as described in clause 6.6.2.2 of TS 23.503[16], assist in traffic detection and
route selection of the appropriate network dice for application traffic in the UE.

5.4.3.4 Scenario #4: Slice serving a virtual operator

Thisisanetwork dicing scenario where in virtual operator leases network dlice from the MNO, and uses it to provide
service to its customers as described in clause 5.2.2 of present document. The virtual operator may, in turn, offer any of
the above three dlicing scenarios on the leased network dlice.
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6 Key issues and candidate solutions

6.1 Key Issue #1: Service Provisioning

6.1.1 Description

6.1.1.1 Provisioning multiple Network Slices for media streaming

Clause 5.3.2 of the present document describes a use case for premium gaming where two network slices are
provisioned by the 5GMS Application Provider for users with different subscription levels. Clauses 7 and 11 of

TS 26.512 [21] describe 5G Media Streaming APIs for (respectively) M1 Provisioning and M5 Media Session
Handling. However, the present APIs support only one Network Slice per Provisioning Session. Furthermore, it is not
clear from [21] whether the same Service Operation Points and Policy Templates are available in different slices when
they are provisioned in this way.

Open issues:

- Whether and how the 5GM S Provisioning (M1) APIs and corresponding data model definitionsin [21] need to
be enhanced to support the use case referenced by this Key Issue.

- Whether and how the Media Session Handline (M5) APIs and corresponding data model definitionsin [21] need
to be enhanced to support the use case referenced by this Key Issue.

NOTE: Migration of media flowsto different Network Slice is studied separately in clause 6.3
Assumptions:
- Slice creation and activation are out of scope of this Key Issue. The 5GMS Application Provider may perform
offline negotiation with MNO OAM for dlice creation and activation as described in clause 4.3.

6.1.2 Candidate solutions

6.1.2.1 Candidate solution #1: Policy template provisioning for a plurality of Network
Slices and/or DNNs

Pre-requisites and assumptions:

- A single 5GMS Application Provider (with identity aspld) intendsto provision a Policy Template for a plurality
of Network Slices.

- The one or more Network Slices are already provisioned and activated. Appropriate Slice and DNN identifiers
are known to the 5GM S Application Provider.

- The5GMS AF is preconfigured by the 5G System operator with a mapping from I P subnet range(s) to
S-NSSAI/DNN duples so that it can select an appropriate Network Slice and/or Data Network when
manipulating the network QoS of the application flows described by a Network Assistance session or Dynamic
Policy invocation.

To enable a Policy Template to be valid for more than one Network Slice and/or DNN, in this candidate solution the
Policy Template resource specified in clause 7.9.3.1 of TS 26.512 [21] is modified as follows:

1. Add an array of networkContexts as a child under the applicationSessionContext parent. For backwards
compatibility with the existing syntax, this array may be omitted, or present but empty.

2. Each Network Context object includes the existing slicelnfo and dnn properties. Both properties remain optional,
soitissyntactically valid for the networkContexts array to contain empty objects (although thisis meaningless
semantically).
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The data model for the Policy Template resource is specified in table 7.9.3-1 below:

Table 7.9.3-1: Definition of PolicyTemplate resource

Property Type Cardinality | Usage | Visibility Description
policyTemplateld Resourceld 1.1 C:RO Unique identifier of this Policy
R: RO Template within the scope of the
U: RO Provisioning Session.
state Enumeration 1.1 C:RO A Policy Template may be in the
of Strings R: RO PENDING, INVALID, READY, or
U: RO SUSPENDED state.
Only a Policy Template in the
READY state may be instantiated as
a Dynamic Policy Instance and
applied to media streaming
sessions.
apiEndPoint String 1.1 C:RW | MNO The API endpoint that should be
R: RO | Admin invoked when activating a Dynamic
U: RW Policy Instance based on this Policy
Template.
apiType Enumeration 1.1 C:RW | MNO N5: Npcf_PolicyAuthorization
of Strings R: RO | Admin Service.
U: RW N33: AsSessionWithQoS or
ChargableParty.
externalReference String 1.1 C:RW Additional identifier for this Policy
R: RO Template, unique within the scope of
U: RW its Provisioning Session, that can be
cross-referenced with external
metadata about the media streaming
session.
goSSpecification M1QoS 0.1 C:RW Specifies the network quality of
Specification R: RO service to be applied to media
U: RW streaming sessions at this Policy
Template.
applicationSession Object 1.1 Specifies information about the
Context application session context to which
this Policy Template can be applied.
afAppld AfAppld 0.1 C: RW As defined in clause 5.6.2.3 of TS
R: RW 29.514 [34] and clause 5.3.2 of TS
U: RW 29.571 [12].
networkContexts | Array(Object) 0.1
slicelnfo Snssai 0.1 C: RW
R: RW
U: RW
dnn Dnn 0.1 C:RW
R: RW
U: RW
aspld Aspld 1.1 C:RW
R: RW
U: RW
chargingSpecification | Charging 0.1 C:RW Provides information about the
Specification R: RW charging policy to be used for this
U: RW Policy Template.

NOTE:
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6.1.3 Conclusions

The study of the key issue involved looking into use cases for running 5G Media Streaming servicesin one or more
Network Slices, and the current stage-3 support for provisioning those slices. The stage-3 API for Policy Template
provisioning supports one Network Slice and/or Data Network per Provisioning Session. It is useful for the 5G
Application Service Provider to provision multiple Network Slices and/or Data Networks at once if the same Policy
Template may be applied to one or more Network Slices and/or Data Networks.

The following is recommended for stage 3:

- The PolicyTemplate resource data model in TS 26.510 [42] is enhanced to include an array of S-NSSAI and
DNN duples, as described in clause 6.1.2 of the present document, to support Policy Template provisioning for a
plurality of Network Slices and/or Data Networks.

6.2 Key Issue #2: Realising dynamic policies using different
slices

6.2.1 Description

6.2.1.1 Slice selection for M5 dynamic policy requests
Editor's note: Key issue to cover study objective of identifying the appropriate network slice for outbound M5
dynamic policy requests from UE to AF.
6.2.2 Candidate solutions
6.2.2.1 Candidate solution #1

6.2.3 Conclusions

No conclusion has been reached for thisKey I ssue.

6.3 Key Issue #3: Moving media flows to other Network Slices

6.3.1 Description

6.3.1.1 Migration of media streaming application flows between Network Slices

Asintroduced in clause 4.2.3 of the present document, clause 5.1 of TR 23700-41 [26] studies a Key Issue on network
dlice service continuity. According to this, a Network Slice or Network Slice instance can become overloaded or the
performance of the Network Slice may fall below the requirements of its SLA.

The recommendation in clause 8.1 of [26] isfor the 5G System to identify an alternative slice to migrate application
flows from the PDU Session of the current slice to the existing PDU Session or a new one in the chosen alternative
dice. When 5G Media Streaming sessions are carried over a PDU Sessions that cannot be migrated transparently to the
application layer with the support of the service continuity procedure, the impacts on ongoing 5G Media Streaming
sessions needs to be studied.

Open issues:

- Whether the service continuity procedure is transparent to 5G Media Streaming or requires enhancement of
existing procedures and data model definitionsin TS 26.501 [20] and TS 26.512 [21].
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6.3.2 Candidate solutions
6.3.2.1 Candidate solution #1

6.3.3 Conclusions

This Key Issue studied the aspect of network dlice replacement specified by 3GPP SA2in TS 23.501 [7] and itsimpact
on 5G Media Streaming procedures. The study found that:

- The network dlice replacement procedure is transparent to the Application Function and the Application Service
Provider.

- Thereisno guarantee that the Alternative S-NSSAI provides similar performance as that of the replaced S-
NSSAI when a network dlice replacement procedure is undertaken by the 5G System.

We conclude that:
- Per 3GPP SA2 guidance on the current support of network dlice replacement in the 5G System, no normative
work to enhance existing proceduresin TS 26.501 [20] and data model definitionsin TS 26.512 [21] is required
at thistime.

- Future work in 3GPP SA2 related to network slice replacement is to be monitored, and the data model
definitionsin TS 26.510 [42] enhanced, if necessary.

6.4 Key Issue #4: AF discovery for dynamic policy

6.4.1 Description

6.4.1.1 Discovery of 5GMS AF instance for dynamic policy

Editor's note: Key issueto cover study objective of discovering dynamic policy AF that the UE sends the outbound
M5 requests to.

6.4.2 Candidate solutions
6.4.2.1 Candidate solution #1

6.4.3 Conclusions

No conclusion has been reached for this Key I ssue.

6.5 Key Issue #5: Interoperability considerations

6.5.1 Description

6.5.1.1 Communication between AF instances to support interoperability

Editor's note: Key issueto cover study objective of determining the need and describing methods for AF-to-AF
communication to support interoperability if 5GMS instances from different vendors are deployed in the
5GM S system. Media services may have different types of AFs (provisioning AF, dynamic policy AF,
DCAF etc.) due to dlicing, edge service provisioning, reporting configuration etc., and this key issue will
cover communication aspects between those AFsif the AFs are deployed by different vendors.

ETSI



3GPP TR 26.941 version 18.1.0 Release 18 33 ETSI TR 126 941 V18.1.0 (2024-05)

6.5.2 Candidate solutions

6.5.2.1 Candidate solution #1

6.5.3 Conclusions

No conclusion has been reached for this Key Issue.

6.6 Key Issue #6: Slice resource resolution

6.6.1 Description

6.6.1.1 Resolve slice-specific application instances

Editor's note: Key issue to cover study objective of identifying methods for deploying, supporting, and resolving
dlice-specific 5GM S AS instances. Solutions al levels - higher layer methods such as modification of
media description documents to lower layer methods using networking protocols - can be included.

6.6.2 Candidate solutions

6.6.2.1 Candidate solution #1

6.6.3 Conclusions

No conclusion has been reached for this Key Issue.

6.7 Key Issue #7: Bootstrapping application invocation on
Network Slice

6.7.1 Description

6.7.1.1 Discover appropriate Network Slice for 5GMS procedures

Clauses 5 and 6 of TS 26.501 [20] describe the high-level procedures for downlink and uplink media streaming
respectively. As part of these procedures, the 5GM S Application Provider performs service provisioning at the

5GMS AF. The 5GM S-Aware Application subsequently receives Service Access Information from the 5GMS
Application Provider over reference point M8 or else acquiresit directly from the 5GM S AF over reference point M5. If
the UE currently has access to more than one Network Slice, it is unclear how the 5GM S-Aware Application and the
5GMS Client on the UE discover the appropriate Network Slice to use to establish a new media streaming session.

Open issues:
- How the bootstrapping of the application invocation on a Network Slice happens before the 5GM S Client
performs 5G Media Streaming operations.

6.7.2 Candidate solutions

6.7.2.1 Candidate solution #1: Bootstrapping based on Traffic Descriptor information
Assumptions:

-  The5GMS-Aware Application developer is aware of different OS App Ids supported by the UE operating
system.

ETSI



3GPP TR 26.941 version 18.1.0 Release 18 34 ETSI TR 126 941 V18.1.0 (2024-05)

Figure 6.7.2.1-1 below illustrates the procedure for bootstrapping application invocation on a Network Slice.

fffffffffffffffffffffffffffffff
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I I
} SGMS_-AV_vare SG_MS UE Internal : DNS! PCF AMF NEF 5GMS AF 5GMS SG_MS_
| Application Client (0S) | AS Application
”””””””” "””””””" Provider
1: App registration
with pre-defined
OS App Id
4 2: Provision session with
A set of network slices
{Application Information}
3: Application guidance for URSP determination 3
I
P ) 4: Service Access InformationoverM8 __ _ | ___ _______|__________| __________
,,,,,, §3,SJQVLEG§§'9”, NN

6: Select Network Slice
i based on OS App Id of
{ 5GMS-Aware Application

97: [PDU Ses:sion already exists in selected Network Slice]

i Pick existing PDU Session for |
i Media Streaming Session !

8: [No PDU Se;'-sion in selected Network Slice]
PDU Session Establishment in

< »

selected Network Slice

9: Resolve IP address
information of 5GMS AF
and AS instances

10: Media Session Handling

11: Media streaming
I I

Figure 6.7.2.1-1: Call flow for bootstrapping application invocation on a Network Slice

The steps are as follows:

1. The 5GMS-Aware Application isinstalled on the UE, and and is programmed to invoke an OS-specific network
connection API using a pre-defined OS App Id supported by the UE operating system.

2. The5GMS Application Provider provisions the media streaming session in the 5GMS AF with one or more
network slices at reference point M 1. The provisioning information may include application information such as
the ProvisioningSession.exter nal Applicationld specified in clause 7.2.3.1 of TS 26.512 [21]. The 5GMS AF uses
thisinformation to infer application traffic descriptor information used for application guidance, as specified in
clause 4.15.6.10 of TS 23.502[15].

3. The 5GMS AF usesthe Nnef_ServiceParameter service defined in clause 5.2.6.1 of TS 23.502 [15] to provide
application guidance for URSP determination via the NEF as described in clause 4.15.6.10 of TS 23.502 [15],
which is eventually delivered to the UE as described in clause 4.15.6.7 of TS 23.502 [15].

NOTE 1: URSP rules may also be configured in the UE as described in clause 4.2.2 of this present document.

4. The 5GMS Application Provider may provide Service Access Information to the 5SGMS-Aware Application at
reference point M8. In the Service Access Information, the 5GMS Application Provider may include information
related to Service Operation Points associated with different Network Slices.

5. The 5GMS-Aware Application initiaites a media streaming session with the 5GM S Client at reference point M6.
The 5GMS Client uses an OS-specific UE-internal API to request a network connection for use at reference
points M5 (step 10) and M4 (step 11).

NOTE 2: If the 5GMS-Aware Application is aware about Network Slices, the 5GM S-Aware Application may
explicitly indicate the Network Slice to use as part of its request for a network connection. In this case,
the following step is skipped.

6. Based on the OS App Id configured for the 5GM S-Aware Application in step 1, the UE Operating System
enables selection of the appropriate Network Slice using the traffic descriptor information inside the currently
configured URSP rules.
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NOTE 3: If multiple network slices are provided for the same traffic descriptor, the precedence information in the
route selection descriptor is used to select the appropriate Network Slice.

7. The UE Operating System checks whether a PDU Session already exists in the selected Network Slice and, if so,
selects this PDU Session for further interaction with the media streaming endpoints (steps 10 and 11).

8. Alternatively, if no PDU Session existsin the Network Slice, the UE Operating System creates a PDU Session
using the UE-requested PDU Session establishment procedure specified in clause 4.3.2.2 of TS 23.502 [15].

NOTE 4: Seetable A-1in TS 23.503 [16] for an example of this procedure.

NOTE 5: According to clause 4.2.2.2 of TS 24.526 [41], the mechanisms used by the UE Operating System to
check for the existance of aPDU Session in the selected Network Slice and to establish a new PDU
Session if needed are up to UE implementation.

9. Oncethe PDU Session is available, the 5GMS Client interacts with DNS system to resolve the | P address of the
5GMS AF and 5GMS AS instances.

10. The 5GMS Client interacts with the 5GM S AF for media session handling procedures as specified in clause 11
of TS26.512 [21].

11. The 5GMS Client interacts witht the 5GMS AS for media streaming as specified in clause 10 of TS 26.512 [21].

6.7.3 Conclusions

This Key Issue studied application bootstrapping onto a Network Slice based on application information provisioned by
the 5GM S Application Provider and the configuration information in the 5GM S-Aware Application. The application
information provisioned by the 5GM S Application Provider is used by the 5GM S AF to provide application guidance
for URSP determination in the 5G System. The configuration in the 5GM S-Aware Application and the currently
configured URSP rules help the UE Operating System select the appropriate Network Slice for routing application
traffic.

The following is recommended for stage 2:

- TheKey Issue description and candidate solution in clauses 6.7.1 and 6.7.2 respectively of the present document
be included as an informative annex to TS 26.501 [20] as guidance for implementations.

7 Potential requirements

The following topics for further study are identified:

1. Impact to 5G Media Streaming procedures and data model definitionsin TS 26.510 [42] based on specification
progress related to Network Slice replacement.

8 Conclusions and recommendations

Network dlicing is one of the key features of 5G which allows Mobile Network Operators to provision logical networks
to serve a specific service or service category, or to serve customers with specific service requirements. Network dlicing
standardization has progressed in various different 3GPP Working Groups. Specification related to this feature includes
architecture, orchestration and management, network resource models, capability management and exposure. The Key
Issues studied in the present document point to a need to extend the 5GM S architecture in order to take advantage of
network slicing when delivering 5G Media Streaming services.

The present document provides an overview of network slicing architecture and aspects related to slice orchestration
and management as well as network slice capability exposure. It briefly describes different network slice management
options such as operator-managed network dicing and third-party-managed network dlicing. The present document also
collects a set of use cases for running 5G Media Streaming services in one or more network slices, and describes a
number of collaboration scenarios for exploiting network slicing capabilities within the 5GM S architecture. It also
documents key issues and candidate solutions related to service provisioning, moving media flows to other network
slices, and bootstrapping application invocation on a network dlice.

ETSI



3GPP TR 26.941 version 18.1.0 Release 18 36 ETSI TR 126 941 V18.1.0 (2024-05)

It is recommended that:

1. The use cases and collaboration scenarios for network slicing documented in clauses 5.3 and 5.4 respectively be
included in an informative annex to TS 26.501 [20].

2. The changesto the PolicyTemplate resource data model definition described in clause 6.1.2.1 be implemented

into TS 26.510 [42] to support Policy Template provisioning for a plurality of Network Slices and/or Data
Networks.

3. TheKey Issue description and corresponding candidate solution on bootstrapping application invocation on a

Network Slice documented in clause 6.7 of the present document be included as an informative clause or annex
to TS 26.501 [20] as guidance for implementations.
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