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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where:
x the first digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall indicates a mandatory requirement to do something
shall not indicates an interdiction (prohibition) to do something

The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in
Technical Reports.

The constructions "must" and "must not™ are not used as substitutes for "shall" and "shall not". Their use is avoided
insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced,
non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a
referenced document.

should indicates a recommendation to do something
should not indicates a recommendation not to do something
may indicates permission to do something

need not indicates permission not to do something

The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions
"might not" or "shall not" are used instead, depending upon the meaning intended.

can indicates that something is possible
cannot indicates that something is impossible
The constructions "can" and "cannot™ are not substitutes for "may" and "need not".

will indicates that something is certain or expected to happen as a result of action taken by an agency
the behaviour of which is outside the scope of the present document

will not indicates that something is certain or expected not to happen as a result of action taken by an
agency the behaviour of which is outside the scope of the present document

might indicates a likelihood that something will happen as a result of action taken by some agency the
behaviour of which is outside the scope of the present document

ETSI



3GPP TS 26.118 version 18.0.0 Release 18 8 ETSI TS 126 118 V18.0.0 (2024-05)

might not indicates a likelihood that something will not happen as a result of action taken by some agency
the behaviour of which is outside the scope of the present document
In addition:
is (or any other verb in the indicative mood) indicates a statement of fact
isnot (or any other negative verb in the indicative mood) indicates a statement of fact

The constructions "is" and "is not" do not indicate requirements.

Introduction

The present document provides technologies for interoperable Virtual Reality services with focus on streaming and
consumption.

Virtual Reality (VR) is the ability to be virtually present in a space created by the rendering of natural and/or synthetic
image and sound correlated by the movements of the immersed user allowing interacting with that world.

Suitable media formats for providing immersive experiences are specified to enable Virtual Reality Services in the
context of 3GPP bearer and user services.
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1 Scope

The present document defines interoperable formats for Virtual Reality for streaming services. Specifically, the present
document defines operation points, media profiles and presentation profiles for Virtual Reality. The present document
builds on the findings and conclusions in TR 26.918 [2].

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present
document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or
non-specific.

- For a specific reference, subsequent revisions do not apply.

- For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including
a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same
Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications™.
[2] 3GPP TR 26.918: "Virtual Reality (VR) media services over 3GPP".
[3] Recommendation ITU-R BT.709-6 (06/2015): "Parameter values for the HDTV standards for

production and international programme exchange™.

[4] Recommendation ITU-R BT.2020-2 (10/2015): "Parameter values for ultra-high definition
television systems for production and international programme exchange".

[5] Recommendation ITU-T H.264 (04/2017): "Advanced video coding for generic audiovisual
services" | ISO/IEC 14496-10:2014: "Information technology — Coding of audio-visual objects —
Part 10: Advanced Video Coding".

[6] Recommendation ITU-T H.265 (02/2018): "High efficiency video coding” | ISO/IEC 23008-
2:2018: "High Efficiency Coding and Media Delivery in Heterogeneous Environments — Part 2:
High Efficiency Video Coding".

[7] void.

[8] 3GPP TS 26.247: "Transparent end-to-end Packet-switched Streaming Service (PSS); Progressive
Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH)".

[9] ISO/IEC 14496-15: "Information technology - Coding of audio-visual objects - Part 15: Carriage
of network abstraction layer (NAL) unit structured video in ISO base media file format”.

[10] ISO/IEC 23001-8: "Information technology -- MPEG systems technologies -- Part 8: Coding-
independent code points”.

[11] Recommendation ITU-R BT.2100-1: "Image parameter values for high dynamic range television
for use in production and international programme exchange".

[12] 3GPP TS 26.116: "Television (TV) over 3GPP services; Video profiles".

[13] ISO/IEC 23090-2: "Coded representation of immersive media -- Part 2: Omnidirectional media
format".

[14] ISO/IEC DIS 23091-2: "Information technology -- Coding-independent code points -- Part 2:
Video".

[15] 3GPP TS 26.260: "Objective test methodologies for the evaluation of immersive audio systems".

[16] 3GPP TS 26.259: "Subjective test methodologies for the evaluation of immersive audio systems".
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[17] ISO/IEC 14496-12: "Information technology -- Coding of audio-visual objects -- Part 12: 1ISO base
media file format".

[18] ISO/IEC 23009-1: "Information technology -- Dynamic adaptive streaming over HTTP (DASH) --
Part 1: Media presentation description and segment formats".

[19] ISO/IEC 23008-3:2015: "Information technology -- High efficiency coding and media delivery in
heterogeneous environments - Part 3: 3D audio”, ISO/IEC 23008-3:2015/Amd2:2016: "MPEG-H
3D Audio File Format Support ", ISO/IEC 23008-3:2015/Amd 3:2017: "MPEG-H 3D Audio
Phase 2", ISO/IEC 23008-3:2015/Amd 5: "Audio metadata enhancements".

[20] IETF RFC 6381: "The 'Codecs' and 'Profiles' Parameters for "Bucket" Media Types", R. Gellens,
D. Singer, P. Frojdh, August 2011.
[21] AES69-2015: "AES standard for file exchange - Spatial acoustic data file format”, 2015.
3 Definitions, symbols and abbreviations

3.1 Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A
term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

bitstream: a bitstream that conforms to a video encoding format and certain Operation Point.

field of view: the extent of visible area expressed with vertical and horizontal angles, in degrees in the 3GPP 3DOF
reference system.

operation point: a collection of discrete combinations of different content formats including spatial and temporal
resolutions, colour mapping, transfer functions, rendering metadata and the encoding format.

pose: position derived by the head tracking sensor expressed by (azimuth; elevation; tilt angle).
receiver: a receiver that can decode and render any bitstream that is conforming to a certain Operation Point.

viewport: the part of the 3DOF content to render based on the pose and the field of view.

3.2 Symbols

For the purposes of the present document, the following symbols apply:

yaw of the 3GPP 3DOF coordinate system
pitch of the 3GPP 3DOF coordinate system

roll of the 3GPP 3DOF coordinate system
azimuth of the 3GPP 3DOF coordinate system
elevation of the 3GPP 3DOF coordinate system

3.3 Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
TR 21.905 [1].

D= ™K

3DOF 3 Degrees of freedom

ACN Ambisonics Channel Number

API Application Programming Interface
AVC Advanced Video Coding

BMFF Base Media File Format

BRIR Binaural Room Impulse Response
CMP Cube-Map Projection
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CIBR Common Informative Binaural Renderer
DASH Dynamic Adaptive Streaming over HTTP
DRC Dynamic Range Control
EOTF Electro-Optical Transfer Function
ERP EquiRectangular Projection
ESD Equivalent Spatial Domain
FFT Fast Fourier Transform
FIR Finite Impulse Response
FOA First Order Ambisonics
FOV Field Of View
GPU Graphics Processing Unit
HDR High Dynamic Range
HDTV High Definition TeleVision
HEVC High Efficiency Video Coding
HMD Head Mounted Display
HOA High Order Ambisonics
HRD Hypothetical Reference Decoder
HRIR Head-Related Impulse Responses
HRTF Head-Related Transfer Function
HTTP HyperText Transfer Protocol
IFFT Inverse FFT
IRFFT Inverse RFFT
MAE MPEG-H Audio Metadata information
MCC Metrics Collection and Computation
MHAS MPEG-H Audio Stream
MIME Multipurpose Internet Mail Extensions
MPD Media Presentation Description
MPEG Moving Pictures Experts Group
NAL Network Abstraction Layer
OMAF Omnidirectional MediA Format
PCM Pulse Code Modulation
RAP Random Access Point
RFFT Real FFT
RWP Region-Wise Packing
SDR Standard Dynamic Range
SEI Supplemental Enhancement Information
SN3D Schmidt semi-normalisation
SOFA Spatially Oriented Format for Acoustics
SPS Sequence Parameter Set
SROR Spherical Region-wise Quality Ranking
VCL Video Coding Layer
VST Virtual Studio Technology
VUI Video Usability Information
VR Virtual Reality

4 Architectures and Interfaces for Virtual Reality

4.1 Definitions and Reference Systems

4.1.1 Overview

Virtual reality is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual
and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits
defined by the application.

Virtual reality usually, but not necessarily, assumes a user to wear a head mounted display (HMD), to completely
replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the
accompanying audio as shown in Figure 4.1-1.
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Figure 4.1-1: Reference System

Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and
audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain
consistent with the user's movements. Sensors typically are able to track the user's pose in the reference system.
Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.

VR users are expected to be able to look around from a single observation point in 3D space defined by either a
producer or the position of one or multiple capturing devices. When VR media including video and audio is consumed
with a head-mounted display or a smartphone, only the area of the spherical video that corresponds to the user's
viewport is rendered, as if the user were in the spot where the video and audio were captured.

This ability to look around and listen from a centre point in 3D space is defined as 3 degrees of freedom (3DOF).
According to the figure 4.1-1:

- tilting side to side on the X-axis is referred to as Rolling, also expressed as v
- tilting forward and backward on the Y-axis is referred to as Pitching, also expressed as
- turning left and right on the Z-axis is referred to as Yawing, also expressed as o

It is worth noting that this centre point is not necessarily static - it may be moving. Users or producers may also select
from a few different observational points, but each observation point in 3D space only permits the user 3 degrees of
freedom. For a full 3DOF VR experience, such video content may be combined with simultaneously captured audio,
binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR). The third relevant aspect is the
interactivity: Only if the content is presented to the user in such a way that the movements are instantaneously reflected
in the rendering, then the user will perceive a full immersive experience. For details on immersive rendering latencies,
refer to TR 26.918 [2].

4.1.2 3GPP 3DOF Coordinate System

The coordinate system is specified for defining the sphere coordinates azimuth (¢) and elevation (8) for identifying a
location of a point on the unit sphere, as well as the rotation angles yaw (oa), pitch (3£), and roll (vy). The origin of
the coordinate system is usually the same as the centre point of a device or rig used for audio or video acquisition as
well as the position of the user's head in the 3D space in which the audio or video are rendered. Figure 4.1-2 specifies
principal axes for the coordinate system. The X axis is equal to back-to-front axis, Y axis is equal to side-to-side (or
lateral) axis, and Z axis is equal to vertical (or up) axis. These axis map to the reference system in Figure 4.1-1.
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Figure 4.1-2: Coordinate system

Signals defined in the present document are represented in a spherical coordinate space in angular coordinates (¢ ,6)
for use in omnidirectional video and 3D audio. The viewing and listing perspective are from the origin
sensing/looking/hearing outward toward the inside of the sphere. Even though a spherical coordinate is generally
represented by using radius, elevation, and azimuth, it assumes that a unit sphere is used for capturing and rendering of
VR media. Thus, a location of a point on the unit sphere is identified by using the sphere coordinates azimuth (¢) and
elevation (6). The spherical coordinates are defined so that ¢ is the azimuth and © is the elevation. As depicted in Figure
4.1-2, the coordinate axes are also used for defining the rotation angles yaw (aa), pitch (88), and roll (vy). The angles
increase clockwise when looking from the origin towards the positive end of an axis. The value ranges of azimuth, yaw,
and roll are all —=180.0, inclusive, to 180.0, exclusive, degrees. The value range of elevation and pitch are both —90.0 to
90.0, inclusive, degrees.

Depending on the applications or implementations, not all angles may be necessary or available in the signal. The 360
video may have a restricted coverage as shown in Figure 4.1-3. When the video signal does not cover the full sphere,
the coverage information is described by using following parameters:

- centre azimuth: specifies the azimuth value of the centre point of sphere region covered by the signal.
- centre elevation: specifies the elevation value of the centre of sphere region.

- azimuth range: specifies the azimuth range through the centre point of the sphere region.

- €elevation range: specifies the elevation range through the centre point of the sphere region.

- tilt angle: indicates the amount of tilt of a sphere region, measured as the amount of rotation of the sphere region
along the axis originating from the origin passing through the centre point of the sphere region, where the angle
value increases clockwise when looking from the origin towards the positive end of the axis.
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Figure 4.1-3: Restricted coverage of the sphere region covered by the cropped output picture with
omni_projection_{yaw | pitch | roll}_center the center of the coverage region

For video, such a centre point may exist for each eye, referred to as stereo signal, and the video consists of three colour
components, typically expressed by the luminance (YY) and two chrominance components (U and V).

The coordinate systems for all media types are assumed to be aligned in 3GPP 3DOF coordinate system. Within this
coordinate system, the pose is expressed by a triple of azimuth, elevation, and tilt angle characterizing the head position
of a user consuming the audio-visual content. The pose is generally dynamic, and the information may be provided

through sensors in a frequently sampled version.

The field of view (FoV) of a rendering device is static and defined in two dimensions, the horizontal and vertical FoV,
each in units of degrees in the angular coordinates (¢, ©). The pose together with the field of view of the device
enables the system to generate the user viewport, i.e., the presented part of the content at a specific point in time.

4.1.3  Video Signal Representation

Commonly used video encoders cannot directly encode spherical videos, but only 2D textures. However, there is a
significant benefit to reuse conventional 2D video encoders. Based on this, Figure 4.1-4 provides the basic video signal
representation in the context of omnidirectional video in the context of the present document. By pre-processing, the
spherical video is mapped to a 2D texture. The 2D texture is encoded with a regular 2D video encoder and the VR
rendering metadata (i.e. the data describing the mapping from the spherical coordinate to the 2D texture) is encoded and
provided along with the video bitstream, such that at the receiving end the inverse process can be applied to reconstruct

the spherical video.

RecTad [pmmm— Conventional 2D Conventional 2D g ;
\\, ‘ Preprocessing 2D Texture ) Video Encoder Video Bitstream Video Decoder 2D Texture ) Postprocessing %
1 e — |::> Sphere to Texture N——— Texture to Sphere :> 1 \THe
. - Mapping VR Renderin} VR Metadata [Coded Metadat: VR Metadata [~ VR Rendering Mapping ey
‘ Metadata / Encoding | -oded Metadata Decoding 4Mﬂada_ta_‘ /

Figure 4.1-4: Video Signal Representation

Mapping of a spherical picture to a 2D texture signal is illustrated in Figure 4.1-5. The most commonly used mapping
from spherical to 2D is the equirectangular projection (ERP) mapping. The mapping is bijective, i.e. it may be
expressed in both directions.
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Figure 4.1-5: Examples of Spherical to 2D mappings

Following the definitions in clause 4.1.2, the mapping of the colour samples of 2D texture images onto a spherical
coordinate space in angular coordinates (¢, ) for use in omnidirectional video applications for which the viewing
perspective is from the origin looking outward toward the inside of the sphere. The spherical coordinates are defined so
that ¢ is the azimuth and 6 is the elevation.

Assume a 2D texture with pictureWidth and pictureHeight, being the width and height, respectively, of a
monoscopic projected luma picture, in luma samples and the center point of a sample location (i, j) along the
horizontal and vertical axes, respectively, then for the equirectangular projection the sphere coordinates (¢ ,6) for the
luma sample location, in degrees, are given by the following equations:

¢ = (0.5 -1 + pictureWidth ) * 360
6 = ( 0.5 - jJ + pictureHeight ) * 180

Whereas ERP is commonly used for production formats, other mappings may be applied, especially for distribution.
The present document also introduces cubemap projection (CMP) for distribution in clause 5. In addition to regular
projection, other pre-processing may be applied to the spherical video when mapped into 2D textures. Examples include
region-wise packing, stereo frame packing or rotation. The present document defines different pre- and post-processing
schemes in the context of video rendering schemes.

4.1.4  Audio Signal Representation

Audio for VR can be produced using three different formats. These are broadly known as channels-, objects- and scene-
based audio formats. Audio for VR can use any one of these formats or a hybrid of these (where all three formats are
used to represent the spherical soundfield). The audio signal representation model is shown in Figure 4.1-6.

The present document expects that an audio encoding system is capable to produce suitable audio bitstreams that
represent a well-defined audio signal in the reference system as defined in clause 4.1.1. The coding and carriage of the
VR Audio Rendering Metadata is expected to be defined by the VR Audio Encoding system. The VR Audio Receiving
system is expected to be able to use the VR Audio Bitstream to recover audio signals and VR Audio Rendering
metadata. Both signals, audio signals and metadata, are well-defined by the media profile, such that different audio
rendering systems may be used to render the audio based on the decoder audio signals, VR audio rendering metadata
and the user position.

In the present document, all media profiles are defined such that for each media profile at least one Audio Rendering
System is defined as a reference renderer and additional Audio Rendering systems may be defined. The audio rendering
system is described based on well-defined output of the VR Audio decoding system.

Audio Signals Decoded Audio
\ Audio Signal VR Audio VR Audio VR Audio Slenals Audio \
Y ) . . Bitst q X .
_ LN/ Brepriccessing m EncodingSystem tstream / Decoding System VR Audio Rendering Rendering System  —— 7)
N / t Metadata Metadata N
-
VR Audio Receiving System|

Figure 4.1-6: Audio Signal Representation
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For more details on audio rendering, refer to clause 4.5.

4.2 End-to-end Architecture

The architecture introduced in this clause addresses service scenarios for the distribution of VR content in file-based
download and DASH-based streaming services.

Figure 4.2-1 considers a functional architecture for such scenarios. VR Content is acquired and the content is pre-
processed such that all media components are mapped to the 3GPP 3DOF coordinate system and are temporarily
synchronized. Such pre-processing may include video stitching, rotation or other translations. The 3GPP VR Headend is
responsible for generating content that can be consumed by receivers conforming to the present document. Typically,
3D Audio and spherical video signals are properly encoded. Especially for video, the processing follows the two step
approach of mapping, projecting and pre-processing to 2D texture and then encoding with regular 2D video codecs.
After media encoding, the content is made available to file format encapsulation engine as elementary streams. The
encapsulated streams are referred to as 3GPP VR Tracks, i.e. they are spatially mapped to the same timing system for
synchronized playback. For file based distribution a complete file for delivery is generated by multiplexing the 3GPP
VR tracks into a single file. For DASH based delivery, the content is mapped to DASH segments and proper Adaptation
Sets are generated, including the necessary MPD signaling. The Adaptation Sets are included in a VR Media
Presentation, documented in a DASH MPD. Content may be made available such that it is optimized for a specific
viewpoint, so the same content may be encoded in an ensemble of multiple viewport-optimized versions.

The content is delivered through file based delivery of DASH based delivery, potentially using 3GPP services such as
DASH in PSS or DASH-over-MBMS.

At the receiving end, a VR application is assumed that communicates with the different functional blocks in the
receivers' 3GPP VR service platform, namely, the DASH client or the download client, the file processing units for each
media profile, the media decoding units, the rendering environment and the pose generator. The reverse operations of
the VR Headend are performed. The operation is expected to be dynamic, especially taking into account updated pose
information in the different stages of the receiver. The pose information is essential in the rendering units, but may also
be used in the download or DASH client for delivery and decoding optimizations. For more details on the client
reference architecture, refer to clause 4.3.
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Figure 4.2-1: architecture for VR streaming services

Based on the architecture in Figure 4.2-1, the following components are relevant for 3GPP VR Streaming Services:
- Consistent source formats that can be distributed by a 3GPP VR Headend:

- For audio that can be used by a 3D audio encoding profile according the present document.
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- For video that can be used by a spherical video encoding profile according to the present document.

Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video
encoding engines

Encapsulation of the media format tracks to 1SO file format together, adding sufficient information on to decode
and render the VR content. The necessary metadata may be on codec level, file format level, or both.

Delivery of the formats through file download, DASH delivery and DASH-over-MBMS delivery.

Static and dynamic capabilities and environmental data, including decoding and rendering capabilities, as well as
dynamic pose information.

Media decoders that support the decoding of the formats delivered to the receiver.

Information for audio and video rendering to present the VR Presentation on the VR device.

Based on the considerations above, to support the use case of VR Streaming, the following functions are defined in the
present document:

4.3

Consistent content contribution formats for audio and video for 360/3D AV applications including their
metadata. This aspect should be considered informative, but example formats are provided to enable explaining
the workflow.

Efficient encoding of 360 video content. In the present document, this encoding is split in two steps, namely a
pre-processing and projection mapping from 360 video to 2D texture and a regular video encoding.

Efficient encoding of 3D audio including channels, objects and scene-based audio.
Encapsulation of VR media into a file format for download delivery.
The relevant enablers for DASH delivery of VR experiences.

The necessary capabilities for static and dynamic consumption of the encoded and delivered experiences in the
Internet media type and the DASH MPD.

A reference client architecture that provides the signalling and processing steps for download delivery as well as
DASH delivery as well as the interfaces between the 3GPP VR service platform, a VR application (e.g. pose
information), and the VR rendering system (displays, GPU, loudspeakers).

Decoding requirements for the defined 360 video formats.
Decoding requirements for the defined 3D audio formats.

Rendering requirements or recommendations for the above formats, for both separate and integrated
decoding/rendering.

Client Reference Architecture

This clause provides more details of a client reference architecture for VR streaming applications and describes their
components and interfaces.

Figure 4.3-1 and Figure 4.3-2 show a high-level structure of the client reference architecture for VR DASH streaming
and VR local playback, respectively, which consist of five functional components:

VR Application: The VR application controls the rendering depending on a user viewport or display capabilities.
The application may communicate with other functional components, e.g., the access engine, the file decoder.
The access engine or file decoder may parse some abstracted control information to the VR application and the
application makes the decision on which adaptation sets or preselections to select or which tracks to choose
taking into account platform or user information as well as the dynamic pose information.

Access Engine: The access engine connects through a 3GPP bearer and provides a conforming VR presentation
to the receiver. The access engine fetches the Media Presentation Description (MPD), constructs and issues
requests and receives Segments or parts of Segments. In the case of local playback, the 3GPP VR Track is
accessed from the local storage. The access engine may interface with the VR application function to
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dynamically change the delivery session. The access engine provides a conforming 3GPP VR track to the file
decoder.

File Decoder: The file decoder processes the 3GPP VR Track to generate signals that can be processed by the
renderer. The file decoder typically includes at least of two sub-modules; the file parser and the media decoder.
The file parser processes the file or segments, extracts elementary streams, and parses the metadata, if present.
The processing may be supported by dynamic information provided by the VR application, for example which
tracks to choose based on static and dynamic configurations. The media decoder decodes media streams of the
selected tracks into the decoded signals. The file decoder outputs the decoded signals and metadata which is used
for rendering. The file decoder is the primary focus of the present document.

VR Renderer: The VR Renderer uses the decoded signals and rendering metadata and provides a viewport
presentation taking into account the viewport and possible other information. With the pose, a user viewport is
determined by determining horizontal/vertical field of view of the screen of a head-mounted display or any other
display device to render the appropriate part of decoded video or audio signals. The renderer is addressed in
individual media profiles. For video, textures from decoded signals are projected to the sphere with rendering
metadata received from the file decoder. During the texture-to-sphere mapping, a sample of the decoded signal is
remapped to a position on the sphere. Likewise, the decoded audio signals are represented in the reference
system domain. The appropriate part of video and audio signals for a current pose is generated by synchronizing
and spatially aligning the rendered video and audio.

Sensor: The sensor extracts the current pose according to the user's movement and provides it to the renderer for
viewport generation. The current pose may for example be determined by the head tracking and possibly also
eye tracking functionalities. The current pose may also be used by the VR application to control the access
engine on which adaptation sets or preselections to select (for the streaming case), or to control the file decoder
on which tracks to choose for decoding (for the local playback case).

The main objective of the present document is to enable the file decoder to generate decoded signals and the rendering
metadata from a conforming 3GPP VR Track by generating a bitstream that conforms to a 3GPP Operation Point. Both,
a 3GPP VR Track as well as a bitstream conforming to an Operation Point are a well-defined conformance points for a
VR File decoder and a Media Decoder. Both enable to represent the contained media in the VR reference system
(spatially and temporally).

NOTE 1: 3GPP VR Track represents media in container formats according to the ISO/IEC 14496-12 [17] ISO Base

Media File Format and may consist of one or more 1ISO BMFF tracks following the requirements of this
specification.

— File Decodger |
MPD Decoded
e DASH . 3GPP \ : Signal .
Access 3GPP VR File Operation Media : VR Viewport

Engine Track Parser Point Decoder Rendering Renderer | Presentation
Segment Metadata
A A
Static and Dynamic : :
Configuration and Control | Pose — —
VR Application - | Sensor

Figure 4.3-1: Client Reference Architecture for VR DASH Streaming Applications
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Figure 4.3-2: Client Reference Architecture for VR Local Playback

NOTE 2: The dashed arrows indicate optional interfaces between components in the Figure 4.3-2. Viewport
information should optionally be input to the access engine and file decoder.

4.4 Rendering Schemes, Operation Points and Media Profiles

The present document provides several interoperability points that may be referred external specifications. These are:
- Media profiles: providing DASH, file format and elementary stream constraints for a single media type.

- Operation Points: a collection of discrete combinations of different content formats including spatial and
temporal resolutions, colour mapping, transfer functions, rendering metadata and the encoding format.

- Bitstream: A video bitstream that conforms to a video encoding format and certain Operation Point including
VR Rendering Metadata.

- Rendering Scheme: post-decoder processing of decoder output signals together with rendering metadata.

Note that this applies to both media types, audio and video. For audio, the 3GPP VR Rendering Scheme interoperability
point serves as an informative output of the File Decoder. The 3GPP VR viewport interoperability point serves as the
output of the entire file decoding process.

Both features provide clear requirements for interoperability for receiver. Figure 4.4-1 provides an overview on this.

3GPP VR DASH 3GPP VR Media Profile 3GPP VR. 3GPP VR Rendering Scheme 3GPP VR Viewport
Interop point Intgrop point Opergtion Point Integop point test poipt
|| File Decading Process
MFD Fild Decoder Decoded
| Signl
Access 3GPVR ) . VR ) ]
Engine Trabk File N edia Media . I FEndiEr Viewport Prgsentation
— Parser | Bitjtream /| Decoder Renddfing
Segnfent Metadlata
: 3GPP VR API
I o
. o
P ) %
Static and Dynamic
Configuration and Control | Pose — —
VR Application < I Sensor

Figure 4.4-1: Interoperability aspects for 3GPP VR Profiles
Media profile for timed media is defined as requirements and constraints for a set of one or more 3GPP VR tracks of a

single media type. The conformance of a set of one or more 3GPP VR tracks to a media profile is specified as a
combination of:
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- Specification of which sample entry type(s) are allowed, and which constraints and extensions are required in
addition to those imposed by the sample entry type(s).

- Constraints on the samples of the tracks, typically expressed as constraints on the elementary stream contained
within the samples of the tracks.

The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile
and level of the media coding specification, possibly including additional constraints and extensions, such as a
requirement of the presence of certain information for rendering and presentation.

Each media profile specified in the present document includes a file decoding process such that all file decoders that
conform to the video media profile will produce:

- For video: numerically identical cropped decoded pictures when invoking the file decoding process associated
with that video media profile for a set of 3GPP VR tracks conforming to the video media profile. A bitstream
that conforms to the elementary stream constraints specified for the video media profile is reconstructed as an
intermediate product of the file decoding process. Output of the file decoding process consists of all of the
following:

- alist of decoded pictures with associated presentation times;
- for projected omnidirectional video VR rendering metadata.

- for audio: a set of audio signals when invoking the file decoding process associated with that audio media profile
for a VR Track conforming to the audio media profile. A bitstream that conforms to the elementary stream
constraints specified for the audio media profile is reconstructed as an intermediate product of the file decoding
process. Output of the file decoding process consists of all of the following:

- asequence of audio samples with associated presentation times;
- audio VR rendering metadata.

A file decoder conforms to the file decoding process requirements of the present document when it complies with both
of the following:

- for video:

- The file decoder includes a conforming decoder that produces numerically identical cropped decoded
pictures to those produced by the file decoding process specified for the video media profile in clause 5 (with
the correct output order or output timing, as specified in the video coding specification of the video media
profile, respectively).

- The file decoder outputs rendering metadata that is equivalent to that produced by the file decoding process
specified for the video media profile in clause 5 (with the correct association of the rendering metadata to
particular cropped decoded pictures, as specified in the present document).

- for audio:

- The file decoder includes a conforming decoder that produces a sequence of audio samples with associated
presentation times as defined in clause 6.

- The file decoder outputs Audio rendering metadata that is equivalent to that produced by the file decoding
process specified for the audio media profile in clause 6 (with the correct association of the rendering
metadata to particular audio samples).

A player claiming conformance to a media profile shall include a file decoder complying with the file decoding process
of that video media profile as specified above. While the player operation, with the exception of the file decoding
process, is not specified normatively in the present document, specifications of a media profile may include an
informative clause on expectations of a player operation, for example including recommendations for rendering.

In addition to the interoperability on track level, also a DASH level interoperability for each media profile is defined.
This interoperability includes the signalling and content generation, such that by dynamic switching based on network
constraints or sensor input a conforming 3GPP VR Track for this media profile may be obtained.
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4.5 Audio Rendering

451 Audio Renderer Definitions

4511 Reference Renderer

a) a) The purpose of the Reference Renderer is to provide a documented audio rendering solution in 3GPP for its
corresponding media profile. A Reference Renderer:

a) Is specified along with the media profile.

b) Supports binaural and loudspeaker based rendering.

¢) Has a standardized implementable description documented either in 3GPP or in an external SDO.
d) Supports diegetic and non-diegetic content.

e) Has a Motion to Sound latency characterized according to the method defined in TS 26.260 [15].

f) Has a Loudness characterized according to the method defined in TS 26.260 [15].

g) Provides a suitable subjective quality level characterized by the Rendering Test (see clause 4.5.1.6).
h) Provides an interface to specify the set of HRTFs used for binaural rendering.

NOTE: The Reference Renderer could be an external renderer following the properties defined above.

45.1.2 Common Informative Binaural Renderer (CIBR)
The CIBR is a binaural renderer defined for the purposes of the Renderer Test in TS 26.259 [16]. The CIBR:
a) Supports binaural rendering.
b) Supports diegetic and non-diegetic content.
¢) Has a Motion to Sound latency characterized according to the method defined in TS 26.260 [15].
d) Has a Loudness characterized according to the method defined in TS 26.260 [15].

e) lIsintended to provide a quality comparison point for the Reference Renderer (see clause 4.5.1.1) and any
External Renderer (see clause 4.5.1.3).

The CIBR consists of four components. The first three are currently available as VST audio plugins:

1) The "ESD to HOA" component, which receives a set of audio input signals in an Equivalent Spatial Domain
(ESD) representation and converts them into a set of audio output signals in the HOA domain (ACN/SN3D
format). The ESD representation corresponds to the immersive audio content rendered at a set of pre-determined
virtual loudspeaker locations (Fliege Points) The ESD to HOA conversion is accomplished using the "AmbiX
Decoder” plugin (https://github.com/kronihias/ambix) with the appropriate conversion matrices specified in
TS 26.260 [15] clause 4.1 (Fliege Points).

2) The "Sound Field rotation” component, which performs rotation of the soundfield in the HOA domain. The
sound field rotation is accomplished with the "AmbiX Soundfield Rotator™ plugin
(https://github.com/kronihias/ambix) using a connected headtracking device.

3) The "HOAto Binaural" component, which performs the binaural rendering of the HOA signals. The HOA to
binaural conversion is accomplished with the "Google Resonance Monitoring™ plugin
(https://github.com/resonance-audio/resonance-audio-daw-tools), which supports up to 3rd order HOA.

4) A "Diegetic/Non-Diegetic content mixer". The non-diegetic signals are directly mixed at the headphone output.

Note that the CIBR may introduce spatial and or timbral quality changes to the rendered objects and channel based-
audio signals (ESD loudspeaker inputs).
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Figure 4.5-1: Block diagram of Common Informative Binaural Renderer

451.3 External Renderer

The primary purpose of the External Renderer is to enable alternatives to the Reference Renderer. There may be several
External Renderers for a given media profile.

An External Renderer:
a) Supports binaural and/or loudspeaker based rendering.
b) Can be the Reference Renderer associated to the Audio Media Profile.
¢) Does not require a standardized implementable description.

d) Exposes an External Renderer API (see clause 4.5.1.5) and/or the Common Renderer API (see clause 4.5.1.4) for
connecting it to an audio decoder.

e) Supports diegetic and non-diegetic content.
f) Has a Motion to Sound latency documented according to the method defined in TS 26.260 [15].
g) Has a Loudness documented according to the method defined in TS 26.260 [15].

h) Provides a suitable subjective quality level characterized according to the Rendering Test (see clause 4.5.1.6)
with additional comparison with the Reference Renderer.

i) Provides an interface to specify the set of HRTFs used for binaural rendering if applicable.

4514 Common Renderer API

The purpose of the Common Renderer API is to enable the use of an External Renderer that can support all VRStream
media profiles. The Common Renderer API:

a) Is normative.

b) Has a standardized implementable description in 3GPP technical specifications or by reference.

4515 External Renderer API
The purpose of the External Renderer API is to enable the use of an External Renderer. The External Renderer API:

a) Has a standardized implementable description in 3GPP technical specifications or by reference.
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b) Provides the necessary information to connect a VRStream media profile with an External Renderer.

45.1.6 Rendering Test

The purpose of the Rendering Test is to characterize the Quality of Experience (QoE) when using the Reference
Renderer or External Renderer.

The Rendering Test:
a) Is defined in TS 26.259 [16] clause 6.
b) Characterizes media profile performance with Reference Renderer or External Renderer.

¢) Assesses performance for multiple audio quality attributes and overall quality.

5 Video

5.1 Video Operation Points

5.1.1 Definition of Operation Point

For the purpose to define interfaces to a conforming video decoder, video operation points are defined. In this case the
following definitions hold:

- Operation Point: A collection of discrete combinations of different content formats including spatial and
temporal resolutions, colour mapping, transfer functions, VR specific rendering metadata, etc. and the encoding
format.

- Receiver: A receiver that can decode and render any bitstream that is conforming to a certain Operation Point.

- Bitstream: A video bitstream that conforms to a video encoding format and certain Operation Point including
VR rendering metadata.

3GPP VR DASH Profile 3GPP VR Media Profile  3Gpp VR OP 3GPP VR Scheme
File OJecoder
MPD Decoded
Signal
Access 3GPP VR q a VR Viewport
Engine Track File Media :L Renderer Presentation
Parser Decoder Rendering
Segment Metadata
A

3GPP VR API

Static and Dynamic
Configuration and Control Pose = —

( i asod

VR Application N o 1 Sensor ‘

Figure 5.1-1: Video Operation Points

This clause focuses on the interoperability point to a media decoder as indicated in Figure 5.1-1. This clause does not
deal with the access engine and file parser which addresses aspects how the video bitstream is delivered.

In all video operation points, the VR Presentation can be rendered using a single media decoder which provides
decoded signals and rendering metadata by decoding relevant SEI messages.
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5.1.2

This clause defines the potential parameters of Visual Operation Points. This includes the video decoder profile and
levels with additional restrictions, conventional video signal parameters and VR rendering metadata. The requirements
are defined from the perspective of the video decoder and renderer.

Parameters of Visual Operation Point

Parameters for a Visual Operation Point include:
- Codec, Profile and level requirements
- Restrictions of regular video parameters, typically expressed in the Video Usability information

- Usage and restrictions of VR rendering metadata

5.1.3

The present document defines several operation points for different target applications and scenarios. In particular, two
legacy operation points are defined that use existing video codecs H.264/AVC and H.265/HEVC to enable distribution
of up to 4K full 360 mono video signals up to 60 Hz by using simple equirectangular projection.

Operation Point Summary

In addition, one operation for each codec is defined that enables enhanced features, in particular stereo video, up to 8K
mono, higher frame rates and HDR.

Furthermore, one additional operation point is defined that uses H.265/HEVC to enable distribution of up to 8K full 360
mono Video signals up to 60 Hz and with HDR using equirectangular projection.

Table 5.1-1 summarizes the Operation Points, the detailed definitions are defined in the remainder of clause 5.1 where
3k refers to 2880 x 1440 pixels, 4k to 4096 x 2048 pixels, 6k to 6144 x 3072 pixels and 8k to 8192 x 4096 pixels
(expressed in luminance pixel width x luminance pixel height).

Note: The Table only provides an informative high-level summary and is not considered to be complete. The
specification text in the remainder of clause 5.1 refines the table and takes precedence over any
information documented in the table.

Restrictions on source formats such as resolution and frame rates, content generation and encoding guidelines are
provided in Annex A.

Table 5.1-1: High-level Summary of Operation Points

Operation Decoder Bit Typical Fram | Colour Transfer Projectio | Rotatio RWP Stere
Point dept Original e space Characteristi n n o]
name h Spatial Rate | format cs

Resolutio
n

Basic H.264/AVC | 8 Up to 4k Upto | BT.709 | BT.709 ERP w/o No No No

H.264/AVC | HP@L5.1 60 Hz padding

Main H.265/HEV | 8,10 | Up to 6k Upto | BT.709 | BT.709 ERP w/o No Yes Yes

H.265/HEV | C in mono 60 Hz | BT.202 padding

Cc MP10@L5. and 3k in 0

1 stereo

Flexible H.265/HEV | 8,10 | Upto 8k Upto | BT.709 | BT.709, ERP w/o No Yes Yes

H.265/HEV | C in mono 120 BT.202 | BT.2100 PQ, padding

C MP10@L5. and 3k in Hz 0 BT.2100 HLG | CMP

1 stereo

Main 8K H.265/HEV | 10 Up to 8k Upto | BT.709 | BT.709, ERP w/o No Yes, but | Yes

H.265/HEV | C in mono 60 Hz | BT.202 | BT.2100 PQ, padding restricte

Cc MP10@L6. and 6k in for8K | O BT.2100 HLG dto

1 stereo and coverag
120 e
Hz for
4k

VR Rendering metadata in the Operation Points is carried in SEI messages. Receivers are expected to be able to process
the VR metadata carried in SEI messages. However, the same VR metadata may be duplicated on system-level. In this
case, the Receiver may rely on the system level processing to extract the relevant VR Rendering metadata rather than
extracting this from the SEI message.
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5.1.4 Basic H.264/AVC

514.1 General

This operation point targets simple deployments and legacy receivers at basic quality. A full 360-degree video signal
with equirectangular projection following the 3GPP reference system may be provided to the decoding and rendering
system for immediate decoding and rendering. Note that this operation point enables to distribute 4k video at regular
frame rates and 3k video at higher frame rates.

Restricted coverage is supported as well, but only in a basic and backward-compatible fashion.

A Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation point shall conform to the requirements in the
remainder of clause 5.1.4.

A receiver conforming to the 3GPP VR Basic H.264/AVC Operation point shall support decoding and rendering a
Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation point. Detailed receiver requirements are provided
in the remainder of clause 5.1.4.

5.1.4.2 Profile and level

A Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation point shall conform to H.264/AVC Progressive
High Profile Level 5.1 [5] for H.264/AVC with the following additional restrictions and requirements:

- the maximum VCL Bit Rate is constrained to be 120 Mbps with cpbBrVclFactor and cpbBrNalFactor
being fixed to be 1250 and 1500, respectively.

- the bitstream does not contain more than 10 slices per picture.

NOTE: High Profile for H.264/AVC excludes Flexible macro-block order, Arbitrary slice ordering, Redundant
slices, Data partition.

Hence, for a Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation point, the following applies:
- The profile_idc shall be set to 100 indicating the High profile.

- Theconstrain_setO_flag, constrain_setl flag, constrain_set2_ flagand
constrain_set3_ flag shall all be set to 0.

- The value of level _idc shall not be greater than 51 (corresponding to the level 5.1) and should indicate the
lowest level to which the Bitstream conforms.
5.14.3 Aspect Ratios and Spatial resolutions
Picture aspect ratio 2:1 should be used for the encoded picture.

The spatial resolution of the original format in equirectangular projection (ERP) should be one of the following
(expressed in luminance pixel width x luminance pixel height):

- 4096 x 2048, 3840 x 1920, 3072 x 1536, 2880 x 1440, 2048 x 1024.

The spatial resolution of the distribution format should be one of the following (expressed in luminance pixel width x
luminance pixel height):

- 3840 x 1920, 2880 x 1440, 1920 x 960, 1440 x 720, 960 x 480.
- 4096 x 2048, 3072 x 1536, 2048 x 1024, 1536 x 768, 1024 x 512.

NOTE: Distribution formats do not exceed the native resolution of the Operation Point, but they may be
subsampled in order to optimize distribution or adapt to the viewing conditions.

A Receiver conforming to the 3GPP VR Basic H.264/AVC Operation Point shall be capable of decoding and rendering
Bitstreams that contain spatial resolutions as above.
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5.14.4 Colour information

A Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation Point shall use Recommendation ITU-R BT.709
[3] colorimetry. Hence, in the VVUI, the colour parameter information shall be present, i.e.

- video_signal_type_present_flag value and colour_description_present_flag value
shall be set to 1.

- The colour_primaries value, the transfer_characteristics value and the
matrix_coefFicients value in the Video Usability Information shall all be set to 1.

A Receiver conforming to the 3GPP VR Basic H.264/AVC Operation Point shall be capable of decoding and rendering
Bitstreams that use Recommendation ITU-R BT.709 [3] colorimetry according to the bitstream requirements
documented above.

5145 Frame rates

A Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation Point shall have one of the following frame
rates: 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001 Hz.

The profile and level constraints of H.264/AVC Progressive High Profile Level 5.1 require careful balance of the
permitted frame rates and spatial resolutions. Table 5.1-2 provides the permitted combinations of spatial resolutions and
frame rates.

Table 5.1-2: Permitted combinations of spatial resolutions and frame rates

Spatial Resolution Permitted Frame Rates

4096 x 2048 | 24; 25; 30; 24/1001; 30/1001 Hz

3840 x 1920 | 24; 25; 30; 24/1001; 30/1001 Hz

3072 x 1536 | 24; 25; 30; 24/1001; 30/1001; 50 Hz

2880 x 1440 | 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001 Hz
2048 x 1024 | 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001 Hz

In the VUI, the timing information may be present:

- If the timing information is present, i.e. the value of timing_info_present_flag is setto 1, then the
values of num_units_in_tick and time_scale shall be set according to the frame rates allowed above.
The timing information present in the video Bitstream should be consistent with the timing information signalled
at the system level.

- The frame rate shall not change between two RAPs. Fixed_frame_rate_flag value shall be set to 1.

A Receiver conforming to the 3GPP VR Basic H.264/AVC Operation Point shall be capable of decoding and rendering
Bitstreams that use frame rates according to the bitstream requirements documented above.

5.1.4.6 Random access point
For H.264/AVC random access point (RAP) definition refer to TS 26.116 [12], clause 4.4.1.1.

RAPs shall be present in the Bitstream at least once every 5 seconds. It is recommended that RAPs occur in the video
Bitstream on average at least every 2 seconds. The time interval between successive RAPSs is measured as the difference
between their respective decoding time values.

5.1.4.7 Sequence parameter set
The following restrictions apply to the active Sequence Parameter Set (SPS):
- gaps_in_frame_num_value_allowed_flag value shall be set to 0.

- The Video Usability Information shall be present in the active Sequence Parameter Set. The
vui_parameter_present_flag shall be setto 1.
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- The source video format shall be progressive. frame_mbs_only_flag shall be set to 1 for every picture of
the Bitstream.
5.1.4.8 Video usability information

In addition to the previous constraints on the VUI on colour information in clause 5.1.4.4 and on frame rates in clause
5.1.4.5, this clause contains further requirements.

The aspect ratio information shall be present, i.e.
- Theaspect_ratio_present_flag value shall be set to 1.
- The aspect_ratio_idc value shall be set to 1 indicating a square pixel format.
There are no requirements on output timing conformance for H.264/AVC decoding (Annex C of [5]). The Hypothetical
Reference Decoder (HRD) parameters, if present, should be ignored by the Receiver.
5.1.4.9 Omni-directional Projection Format

This operation point uses equirectangular projection, such the video is automatically rendered in the 3GPP reference
system. This is enabled by using the MPEG metadata on equirectangular projection.

A Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation Point shall include the equirectangular
projection SEI message (pay loadType equal to 150) at every RAP. The erp_guard_band_flag shall be set to
0.

A Receiver conforming to the 3GPP VR Basic H.264/AVC Operation Point shall be able to process the information
contained on equirectangular projection SEI message (pay loadType equal to 150) with erp_guard_band_flag
shall be set to 0.

5.1.4.10 Restricted Coverage

This operation point permits the decoding and rendering of restricted coverage video signals in a rudimentary way. In
this case it is expected that pixels that are projected to a non-covered region are included in the full image, but are
visually differentiated from the covered region, for example using black, grey or white colour.

Application or system-based signalling may support signalling the coverage region.

5.1.4.11 Other VR Metadata
For a Bitstream conforming to the 3GPP VR Basic H.264/AVC Operation Point:

- the equirectangular projection SEI message (pay loadType equal to 150) with erp_guard_band_flag not
set to 0 shall not be present,

- the sphere rotation SEI message (pay loadType equal to 154) shall not be present,
- the region-wise packing SEI message (pay loadType equal to 155) shall not be present,

- the frame-packing arrangement SEI message (pay loadType equal to 45) shall not be present.

5.1.4.12 Receiver Compatibility

Receivers conforming to the 3GPP VR Basic H.264/AVC Operation Point shall support decoding and displaying 3GPP
VR Basic H.264/AVC Operation Point Bitstreams.

Receivers conforming to the 3GPP VR Basic H.264/AVC Operation Point shall support all Receiver requirements in
clause 5.1.4.
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5.1.5 Main H.265/HEVC

5.15.1 General

This operation targets enhanced 360 video decoding and rendering of H.265/HEVC video for VR applications. Among
others, this operation point supports among others rendering of:

- 4K mono video at up to 60 Hz frame rates

- 3K stereoscopic video at up to 60 Hz frame rates

- Higher than 4K resolutions for restricted coverage

- Rendering of certain viewports in higher quality than others beyond 4K
- extended colour space and SDR transfer characteristics

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation point shall conform to the requirements in the
remainder of clause 5.1.5.

A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation point shall support decoding and rendering a
Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation point. Detailed receiver requirements are
provided in the remainder of clause 5.1.5.

5.15.2 Profile and level

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation point shall conform to H.265/HEVC Main-10
Profile Main Tier Profile Level 5.1 [6].

Hence, for a Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation point shall comply with the
following restrictions:

- The general_profile_idc shall be set to 2 indicating the Main10 profile.
- The general_tier_flag shall be set to 0 indicating the Main tier.

- The value of level __idc shall not be greater than 153 (corresponding to the Level 5.1) and should indicate the
lowest level to which the Bitstream conforms.

5.1.5.3 Bit depth

Bitstreams conforming to the 3GPP VR Main H.265/HEVC Operation point shall be encoded with either 8 or 10 bit
precision:

- bit_depth_luma_minus8 =0 or 2 (8 or 10 bits respectively)
- bit_depth_chroma_minus8 =bit_depth_luma_minus8

Receivers conforming to the 3GPP VR Main H.265/HEVC Operation Point shall support 8 bit and10 bit precision.

5.1.54 Spatial Resolutions

Due to the options provided in this operation point, additional original format may be considered that can then be
decoded and rendered by a Receiver conforming to this operation point. Recommended original formats beyond those
specified in clause 5.1.4.3 for equirectangular projection (ERP) are:

- Mono formats: 6144 x 3072, 5880 x 2880
- Stereo formats with resolution for each eye: 3840 x 1920, 2880 x 1440, 2048 x 1024

If original signals are beyond the maximum permitted resolution of the video codec, then the region-wise packing needs
to be applied to generate suitable distribution formats.
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The distribution formats are more flexible as additional VR metadata as defined in the remainder of clause 5.1.5 may be
used. However, for the distribution formats, all requirements of H.265/HEVC Main-10 Profile Main Tier Profile Level
5.1 [6] shall apply to the decoded texture signal.

According to H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 [6], the maximum luminance width and height
does not exceed 8,444 pixels. In addition to the H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 [6]
constraints, a Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation point, the decoded texture signal
shall in addition:

- not exceed the luminance width of 8192 pixels, and
- not exceed the luminance height of 8192 pixels.

A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation Point shall be capable of decoding and
rendering Bitstreams with a decoded texture signal of maximum luminance width of 8192 pixels a, maximum
luminance height of 8192 pixels and the overall profile/level constraints.

5.1.55 Colour information and Transfer Characteristics

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation Point shall use either Recommendation ITU-R
BT.709 [3] colorimetry or Recommendation ITU-R BT.2020 [4] colorimetry in non-constant luminance for standard
dynamic range (SDR).

Specifically, in the VUI, the colour parameter information shall be present, i.e.:

- video_signal_type_ present_flag value and colour_description_present_flag value
shall be set to 1.

- If BT.709 [3] is used, it shall be signalled by setting colour_primaries to the value 1,
transfer_characteristics to the value 1 and matrix_coeffs to the value 1.

- 1fBT.2020 [4] and SDR is used,

- itshall be signalled by setting colour_primaries to the value 9, transfer_characteristics to
the value 14 and matrix_coeffs to the value 9;

- thechroma_loc_info_present_flag should be equal to 1, and if set, the
chroma_sample_loc_type_top_fieldand chroma_sample_loc_type_bottom_field
shall both be equal to 2.

A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation Point shall be capable of decoding and
rendering according to any of the two above configurations.

5.15.6 Frame rates

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation Point shall have one of the following frame
rates: 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001 Hz.

Selected combinations of frame rates with other source parameters are provided in Annex A.2.2.2.
In the VUI, the timing information may be present:

- If the timing information is present, i.e. the value of vui_timing_info_present_flag is setto 1, then
the values of vui_num_units_in_tick and vui_time_scale shall be set according to the frame rates
allowed in this clause. The timing information present in the video Bitstream should be consistent with the
timing information signalled at the system level.

- The frame rate shall not change between two RAPs. fixed_frame_rate_ flag value, if present, shall be set
to 1.

There are no requirements on output timing conformance for H.265/HEVC decoding (Annex C of [6]). The
Hypothetical Reference Decoder (HRD) parameters, if present, should be ignored by the Receiver.
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A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation Point shall be capable of decoding and
rendering Bitstreams that use frame rates according to the bitstream requirements documented above.

5.1.5.7 Random access point
For H.265/HEVC random access point (RAP) definition refer to TS 26.116 [12], clause 4.5.1.2.1.

RAPs shall be present in the Bitstream at least once every 5 seconds. It is recommended that RAPs occur in the video
Bitstream on average at least every 2 seconds. The time interval between successive RAPS is measured as the difference
between their respective decoding time values.

If viewport adaptation is offered, then RAPs should occur even more frequently to enable transitioning across these
viewport-optimized bitstreams.

5.1.5.8 Video and Sequence Parameter Sets

Receivers conforming to the 3GPP VR Main H.265/HEVC Operation Point should ignore the content of all Video
Parameter Sets (VPS) NAL units as defined in Recommendation ITU-T H.265 / ISO/IEC 23008-2 [6].

The following restrictions apply to the active Sequence Parameter Set (SPS):

- The Video Usability Information (VUI) shall be present in the active Sequence Parameter Set. The
vui_parameters_present_flag shall be set to 1.

- The chroma sub-sampling shall be 4:2:0, chroma_format_idc value shall be set to 1.
- The source video format shall be progressive, i.e.:

- The general_progressive_source_Tlag shall be setto 1,

- The general_interlaced_source_flag shall be setto 0,

- Thegeneral_frame_only_constraint_flag shall be set to 1.

Receivers conforming to the 3GPP VR Main H.265/HEVC Operation Point shall support Bitstreams with the
restrictions on the SPS defined above.

5.1.5.9 Video usability information

In addition to the previous constraints on the VUI on colour information in clauses 5.1.5.5 and 5.1.5.6, this clause
contains further requirements.

The aspect ratio information shall be present, i.e.:
- Theaspect_ratio_present_Flag value shall be set to 1.
- Theaspect_ratio_idc value shall be set to 1 indicating a square pixel format.

There are no requirements on output timing conformance for H.265/HEVC decoding (Annex C of [6]). The
Hypothetical Reference Decoder (HRD) parameters, if present, should be ignored by the Receiver.

5.1.5.10 Omni-directional Projection Formats

This operation point permits using either equirectangular projection following the MPEG metadata specifications, such
the video is automatically rendered in the 3GPP reference system.

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation Point shall include at every RAP the
equirectangular projection SEI message (pay loadType equal to 150) with the erp_guard_band_flag set to 0.

5.1.5.11 Restricted Coverage

This operation point permits to distribute content with less than 360 degree coverage in an encoding optimized manner
by the use of region-wise packing.
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It is recommended that the number of pixels that are projected to non-covered regions are minimized in the decoded
texture signal. If this is applied and not the full 360 video is encoded, the region-wise packing SEI message
(payloadType equal to 155) shall be included in the bitstream to signal the encoded regions of the 360 video. If
present, it shall be present in a H.265/HEVC RAP.

Application or system-based signalling may support signalling the exact coverage region in the spherical coordinates.

5.15.12 Viewport-Optimized Content

This operation point permits the use of region-wise packing, for example to optimize the spatial resolution of specific
viewports. For some example usage and settings, refer to Annex A.2.

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation Point may include the region-wise packing SEI
message (pay loadType equal to 155). If present, it shall be present in a H.265/HEVC RAP.

A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation Point shall be able to process the region-wise
packing SEI message (pay loadType equal to 155).

5.1.5.13 Frame packing arrangement

A Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation Point may include the frame packing arrange
SEI message (pay loadType equal to 45). If present, then the following settings shall apply:

- The SEI message is present in a H.265/HEVC RAP.

- The value of frame_packing_arrangement_cancel_flag is equal to 0.
- The value of Frame_packing_arrangement_type is equal to 4.

- The value of quincunx_sampling_flag is equal to 0.

- The value of spatial_flipping_flag isequal to 0.

- The value of Field_views_flag is equal to 0.

- The value of frameO_grid_position_xisequal to 0.

- The value of frameO_grid_position_y isequal to 0.

- The value of framel grid_position_xisequal to 0.

- The value of framel grid_position_y isequal to 0.

A Receiver conforming to the 3GPP VR Main H.265/HEVC Operation Point shall process the frame packing
arrangement SEI (pay loadType equal to 45) with settings restrictions as above. If processing is supported, then the
Receiver shall render the viewport indicated by the message.

5.1.5.14 Other VR Metadata
For a Bitstream conforming to the 3GPP VR Main H.265/HEVC Operation Point:
- the sphere rotation SEI message (pay loadType equal to 154) shall not be present.

- any frame-packing arrangement SEI message (pay loadType equal to 45) that does not conform to an SEI
message defined in clause 5.1.5.13 shall not be present.

5.1.5.15 Receiver Compatibility

Receivers conforming to the 3GPP VR Main H.265/HEVC Operation Point shall support decoding and displaying
3GPP VR Main H.265/HEVC Operation Point Bitstreams.

Receivers conforming to the 3GPP VR Main H.265/HEVC Operation Point shall support all Receiver requirements in
clause 5.1.5. Specifically, receivers conforming to the 3GPP VR Main H.265/HEVC Operation Point shall support
decoding and rendering Bitstreams that include the following VR rendering metadata:
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the region-wise packing SEI message (for details see clauses 5.1.5.11 and 5.1.5.12)

the equirectangular projection SEI message (for details see clause 5.1.5.10)

the frame-packing arrangement SEI message (for details see clause 5.1.5.13)

- any combinations of those

5.1.6 Flexible H.265/HEVC

516.1 General

This operation targets enhanced 360 video decoding and rendering of H.265/HEVC video for VR applications. Among
others, this operation point supports rendering of:

- 4K mono video at up to 120 Hz frame rates

- 3K stereoscopic video at up to 60 Hz frame rates

- Higher than 4K resolutions for restricted coverage

- Rendering of certain viewports in higher quality than others beyond 4K
- ERP and CMP projection

- SDR and HDR transfer characteristics

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation point shall conform to the requirements in
the remainder of clause 5.1.6.

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation point shall support decoding and rendering a
Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation point. Detailed receiver requirements are
provided in the remainder of clause 5.1.6.

5.1.6.2 Profile and level

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation point shall conform to H.265/HEVC Main-
10 Profile Main Tier Profile Level 5.1 [6].

Hence, for a Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation point shall comply with the
following restrictions:

- The general_profile_idc shall be set to 2 indicating the Main10 profile.
- The general_tier_flag shall be set to 0 indicating the Main tier.

- The value of level _idc shall not be greater than 153 (corresponding to the Level 5.1) and should indicate the
lowest level to which the Bitstream conforms.

5.1.6.3 Bit depth

Bitstreams conforming to the 3GPP VR Flexible H.265/HEVC Operation point shall be encoded with either 8 or 10 bit
precision:

- bit_depth_luma_minus8 =0 or 2 (8 or 10 bits respectively)
- bit_depth_chroma_minus8 =bit_depth_luma_minus8

Receivers conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall support 8 bit and10 bit precision.
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5.1.6.4 Spatial Resolutions

Due to the options provided in this operation point, additional original format may be considered that can then be
decoded and rendered by a Receiver conforming to this operation point. Recommended original formats beyond those
specified in clause 5.1.5.4 for equirectangular projection (ERP) are:

- Mono formats: 8192 x 4096

This operation point permits the distribution of ERP signals directly as well as the conversion of ERP signals to cube-
map (CMP) projection. A conversion operation is provided in Annex A.2.3. Typical original cubemap format, either
generated by conversion or provided by the content provider, that are suitable for this operation point are listed as
follows:

- Mono Formats: 6144x4096, 4608x3072, 4320x2880, 3072x2048, 2880x1920, 2304x1536, 2160x1440
- Stereo Formats with resolution for each eye: 4320x2880, 3072x2048, 2880x1920, 2304x1536, 2160x1440

If original signals are beyond the maximum permitted resolution of the video codec, then region wise packing needs to
be applied to generate suitable distribution formats.

The distribution formats are more flexible as additional VR metadata as defined in the remainder of clause 5.1.6 may be
used. However, for the distribution formats, all requirements of H.265/HEVC Main-10 Profile Main Tier Profile Level
5.1 [6] shall apply to the decoded texture signal.

According to H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 [6], the maximum luminance width and height
does not exceed 8,444 pixels. However, for improved interoperability, for a Bitstream conforming to the 3GPP VR
Flexible H.265/HEVC Operation point, the decoded texture signal:

- shall not exceed the luminance width of 8192 pixels, and
- shall not exceed the luminance height of 8192 pixels.

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall be capable of decoding and
rendering Bitstreams with a decoded texture signal of maximum luminance width of 8192 pixels and maximum
luminance height of 8192 pixels.

5.1.6.5 Colour information and Transfer Characteristics

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall use either Recommendation ITU-
R BT.709 [3] colorimetry or Recommendation ITU-R BT.2020 [4] colorimetry in non-constant luminance for standard
dynamic range (SDR).

For Perceptual Quantization (PQ) High Dynamic Range (HDR), BT.2020 [4] colorimetry in non-constant luminance
and the PQ electro-optical transfer function (EOTF) as defined in Recommendation ITU-R BT.2100 [11] are used.

For Hybrid Log—-Gamma (HLG) High Dynamic Range (HDR), BT.2020 [4] colorimetry in non-constant luminance and
the HLG opto-electronic transfer function (OETF) as defined in Recommendation ITU-R BT.2100 [11] are used.

Specifically, in the VUI, the colour parameter information shall be present, i.e.:

- video_signal_type_present_flag value and colour_description_present_flag value
shall be set to 1.

- IfBT.709 [3] is used, it shall be signalled by setting colour_primaries to the value 1,
transfer_characteristics to the value 1 and matrix_coeffs to the value 1.

- If BT.2020 [4] and SDR is used,

- it shall be signalled by setting colour_primaries to the value 9, transfer_characteristicsto
the value 14 and matrix_coeffs to the value 9,

- thechroma_loc_info_present_flag should be equal to 1, and if set the
chroma_sample_loc_type_top_Ffield and chroma_sample_loc_type bottom_field
shall both be equal to 2
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- IfBT.2020 [4] and ITU-R BT.2100 [11] are used in HDR,
- it shall be signalled by setting colour_primaries to the value 9 and matrix_coeffs to the value 9,

- thechroma_loc_info_present_flag should be equal to 1, and if set, the
chroma_sample_loc_type_top_fieldand chroma_sample_loc_type_bottom_field
shall both be equal to 2

- Ifthe PQ EOTF is used, transfer_characteristics shall be set to the value 16.

- Ifthe HLG OETF is used, transfer_characteristics shall be set to the value 14. The Bitstream
shall also contain the alternative_transfer_characteristics SEl message. The
alternative_transfer_characteristics SEI message shall be inserted at each RAP, and its
parameter preferred_transfer_characteristics shall be set to the value 18.

NOTE 1: HLG is specified using the al ternative_transfer_characteristics method only to ensure
backwards compatibility with earlier releases at this Operation Point.

NOTE 2: If the content is provided to a receiver that is not able to process the SEI message, the receiver uses the
backward-compatibility mode of HLG to present an SDR representation of the signal.

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall be capable of decoding and
rendering according to any of the above configurations.

SEI messages for HDR metadata signalling may be used. The requirements and recommendations for Bitstreams and
Receivers as documented in TS 26.116 [12], clause 4.5.5.7 also apply for the 3GPP VR Flexible H.265/HEVC
Operation Point.

5.1.6.6 Frame rates

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall have one of the following frame
rates: 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001, 90, 100, 120 Hz.

Selected combinations of frame rates with other source parameters are provided in Annex A.2.2.2.
In the VUI, the timing information may be present:

- If the timing information is present, i.e. the value of vui_timing_info_present_flag issetto 1, then
the values of vui_num_units_in_tick and vui_time_scale shall be set according to the frame rates
allowed in this clause. The timing information present in the video Bitstream should be consistent with the
timing information signalled at the system level.

- The frame rate shall not change between two RAPs. fixed_frame_rate_ flag value, if present, shall be set
to 1.

There are no requirements on output timing conformance for H.265/HEVC decoding (Annex C of [6]). The
Hypothetical Reference Decoder (HRD) parameters, if present, should be ignored by the Receiver.

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall be capable of decoding and
rendering Bitstreams that use frame rates according to the bitstream requirements documented above.

5.1.6.7 Random access point
For H.265/HEVC random access point (RAP) definition refer to TS 26.116 [12], clause 4.5.1.2.1.

RAPs shall be present in the Bitstream at least once every 5 seconds. It is recommended that RAPs occur in the video
Bitstream on average at least every 2 seconds. The time interval between successive RAPS is measured as the difference
between their respective decoding time values.

If viewport adaptation is offered, then RAPs should occur even more frequently to enable transitioning across these
viewport-optimized bitstreams.
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5.1.6.8 Video and Sequence Parameter Sets

Receivers conforming to the 3GPP VR Flexible H.265/HEVC Operation Point should ignore the content of all Video
Parameter Sets (VPS) NAL units as defined in Recommendation ITU-T H.265 / ISO/IEC 23008-2 [6].

The following restrictions apply to the active Sequence Parameter Set (SPS):

- The Video Usability Information (VUI) shall be present in the active Sequence Parameter Set. The
vui_parameters_present_flag shall be set to 1.

- The chroma sub-sampling shall be 4:2:0, chroma_format_idc value shall be set to 1.
- The source video format shall be progressive, i.e.:
- Thegeneral_progressive_source_flag shall be setto 1,
- Thegeneral _interlaced_source_flag shall be setto 0,
- Thegeneral_frame_only_constraint_flag shall be set to 1.
Receivers conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall support Bitstreams with the
restrictions on the SPS defined above.
5.1.6.9 Video usability information

In addition to the previous constraints on the VUI on colour information in clauses 5.1.6.5 and 5.1.6.6, this clause
contains further requirements.

The aspect ratio information shall be present, i.e.:

- Theaspect_ratio_present_flag value shall be set to 1.

- Theaspect_ratio_idc value shall be set to 1 indicating a square pixel format.
There are no requirements on output timing conformance for H.265/HEVC decoding (Annex C of [6]). The
Hypothetical Reference Decoder (HRD) parameters, if present, should be ignored by the Receiver.
5.1.6.10 Omni-directional Projection Formats

This operation point permits using either equirectangular projection or cubemap projection following the MPEG
metadata specifications, such the video is automatically rendered in the 3GPP reference system.

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall include at every RAP either:

- the equirectangular projection SEI message (pay loadType equal to 150) with the erp_guard_band_flag
setto O, or

- the cubemap projection SEI message (pay loadType equal to 151).

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall be able to process the
equirectangular projection SEI message (pay loadType equal to 150) and the cubemap projection SEI message
(payloadType equal to 151).

5.1.6.11 Restricted Coverage

This operation point permits to distribute content with less than 360 degree coverage in an encoding optimized manner
by the use of region-wise packing.

It is recommended that the number of pixels that are projected to non-covered regions are minimized in the decoded
texture signal. If this is applied and not the full 360 video is encoded, the region-wise packing SEI message
(payloadType equal to 155) shall be included in the bitstream to signal the encoded regions of the 360 video. If
present, it shall be present in a H.265/HEVC RAP.

Application or system-based signalling may support signalling the exact coverage region in the spherical coordinates.

ETSI



3GPP TS 26.118 version 18.0.0 Release 18 36 ETSI TS 126 118 V18.0.0 (2024-05)

5.1.6.12 Viewport-Optimized Content

This operation point permits the use of region-wise packing, for example to optimize the spatial resolution of specific
viewports. For some example usage and settings, refer to Annex A.2.

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation Point may include the region-wise packing
SEI message (payloadType equal to 155). If present, it shall be present in a H.265/HEVVC RAP.

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall be able to process the region-wise
packing SEI message (pay loadType equal to 155).

5.1.6.13 Frame packing arrangement

A Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation Point may include the frame packing
arrange SEI message (payloadType equal to 45). If present, then the following settings shall apply:

- The SEI message is present in a H.265/HEVC RAP.

- The value of frame_packing_arrangement_cancel_flag is equal to 0.
- The value of Frame_packing_arrangement_type is equal to 4.

- The value of quincunx_sampling_flag is equal to 0.

- The value of spatial_flipping_flag isequal to 0.

- The value of Field_views_flag is equal to 0.

- The value of frameO_grid_position_x isequal to 0.

- The value of frameO_grid_position_y isequal to 0.

- The value of framel grid_position_xisequal to 0.

- The value of framel_grid_position_y isequal to 0.

A Receiver conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall process the frame packing
arrangement SEI (pay loadType equal to 45) with settings restrictions as above. If processing is supported, then the
Receiver shall render the viewport indicated by the message.

5.1.6.14 Other VR Metadata
For a Bitstream conforming to the 3GPP VR Flexible H.265/HEVC Operation Point:
- the sphere rotation SEI message (pay loadType equal to 154) shall not be present.

- any frame-packing arrangement SEI message (pay loadType equal to 45) that does not conform to an SEI
message defined in clause 5.1.6.13 shall not be present.

5.1.6.15 Receiver Compatibility

Receivers conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall support decoding and displaying
3GPP VR Main H.265/HEVC Operation Point Bitstreams and 3GPP VR Flexible H.265/HEVC Operation Point
Bitstreams.

Receivers conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall support all Receiver requirements
in clause 5.1.6. Specifically, receivers conforming to the 3GPP VR Flexible H.265/HEVC Operation Point shall support
decoding and rendering Bitstreams that include the following display or VR rendering metadata:

- the region-wise packing SEI message (for details see clauses 5.1.6.11 and 5.1.6.12),
- the equirectangular projection SEI message (for details see clause 5.1.6.10),

- the cubemap projection SEI message (for details see clause 5.1.6.10),
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the frame-packing arrangement SEI message (for details see clause 5.1.6.13),

the alternative_transfer_characteristics SEIl message with
preferred_transfer_characteristics set to the value 18 (for details see clause 5.1.6.5),

any combinations of those.

5.1.7 Main 8K H.265/HEVC

5171 General

This operation targets enhanced 360 video decoding and rendering of H.265/HEVC video for VR applications. Among
others, this operation point supports among others rendering of:

8K mono video at up to 60 Hz frame rates for full coverage

6K stereoscopic video at up to 60 Hz frame rates for full coverage
4K mono video at up to 120 Hz frame rates for full coverage
Higher than 8K resolutions for restricted coverage

Extended colour space, and SDR and HDR transfer characteristics

A Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation point shall conform to the requirements in
the remainder of clause 5.1.7.

A Receiver conforming to the 3GPP VR Main 8K H.265/HEVC Operation point shall support decoding and rendering a
Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation point. Detailed receiver requirements are
provided in the remainder of clause 5.1.7.

51.7.2 Profile and level

A Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation point

shall conform to H.265/HEVC Main-10 Profile Main Tier Profile Level 6.1 [6], i.e. for a Bitstream
conforming to the 3GPP VR Main 8K H.265/HEVC Operation,

- the general_profile_idc shall be set to 2 indicating the Main10 profile.
- thegeneral_tier_flag shall be set to 0 indicating the Main tier.

- the value of Ievel _idc shall not be greater than 183 (corresponding to the Level 6.1) and should indicate
the lowest level to which the Bitstream conforms.

shall have general_progressive_source_flag equal to 1,

shall have general interlaced_source_flag equal to 0O,

shall have general_frame_only_constraint_flag equal to 1

shall conform to following further limitations:

- if frame rate 60 fps is used, then the maximum luma picture size in samples of 33,554,432 is not exceeded,

- the maximum VCL Bit Rate is constrained to be 80 Mbps with CpbVclFactor and CpbNalFactor
being fixed to be 1000 and 1100, respectively.

5.1.7.3 Bit depth

Bitstreams conforming to the 3GPP VR Main 8K H.265/HEVC Operation point shall be encoded with 10-bit precision:
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- bit_depth_luma_minus8 =2 (10 bits)
- bit_depth_chroma_minus8 =bit_depth_luma_minus8

Receivers conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall support 10-bit precision.

5.1.7.4 Spatial Resolutions

Due to the options provided in this operation point, additional original format may be considered that can then be
decoded and rendered by a Receiver conforming to this operation point. Recommended original formats beyond those
specified in clause 5.1.4.3 for equirectangular projection (ERP) are:

- Mono formats: 8192 x 4096, 7680 x 3840, 6144 x 3072, 5760 x 2880

- Stereo formats with resolution for each eye: 6144 x 3072, 5860 x 2880, 4096 x 2048, 3840 x 1920, 2880 x
1440, 2048 x 1024

The distribution formats are more flexible as additional VR metadata as defined in the remainder of clause 5.1.7 may be
used. However, for the distribution formats, all requirements of H.265/HEVC Main-10 Profile Main Tier Profile Level
6.1 [5] shall apply to the decoded texture signal.

According to H.265/HEVC Main-10 Profile Main Tier Profile Level 6.1 [6], the maximum luminance width and height
does not exceed 16,888 pixels. In addition to the H.265/HEVC Main-10 Profile Main Tier Profile Level 6.1 [6]
constraints, a Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation point, the decoded texture signal
shall in addition:

- not exceed the luminance width of 16,384 pixels, and
- not exceed the luminance height of 16,384 pixels.

A Receiver conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall be capable of decoding and
rendering Bitstreams with a decoded texture signal of maximum luminance width of 16,384 pixels, a maximum
luminance height of 16,384 pixels and the overall profile/level constraints.

5.1.7.5 Colour information and Transfer Characteristics

A Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall use either Recommendation
ITU-R BT.709 [3] colorimetry or Recommendation ITU-R BT.2020 [4] colorimetry in non-constant luminance for
standard dynamic range (SDR).

For Perceptual Quantization (PQ) High Dynamic Range (HDR), BT.2020 [4] colorimetry in non-constant luminance
and PQ electro-optical transfer function (EOTF) as defined in Recommendation ITU-R BT.2100 [11] are used.

For Hybrid Log-Gamma (HLG) High Dynamic Range (HDR), BT.2020 [4] colorimetry in non-constant luminance and
the HLG opto-electronic transfer function (OETF) as defined in Recommendation ITU-R BT.2100 [11] are used.

Specifically, in the VUI, the colour parameter information shall be present, i.e.:

- video_signal_type_ present_flag value and colour_description_present_flag value
shall be set to 1.

- If BT.709 [3] is used, it shall be signalled by setting colour_primaries to the value 1,
transfer_characteristics to the value 1 and matrix_coeffs to the value 1.

- If BT.2020 [4] and SDR is used, it shall be signalled by setting colour_primaries to the value 9,
transfer_characteristics to the value 14 and matrix_coeffs to the value 9,

- the chroma_loc_info_present_flag should be equal to 1, and if set the
chroma_sample_loc_type_ top_ Fieldand chroma_sample_ loc_type bottom_ field
shall both be equal to 2.

- 1fBT.2020 [4] and ITU-R BT.2100 [11] are used in HDR, it shall be signalled by setting
colour_primaries to the value 9 and matrix_coeffs to the value 9. The
chroma_sample_loc_type_ top_ Field shall be set to 2.
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- Ifthe PQ EOTF is used, transfer_characteristics shall be set to the value 16.

- Ifthe HLG OETF is used, transfer_characteristics shall be set to either the value 18 or 14. In the
latter case, the Bitstream shall also contain the alternative_transfer_characteristics SEIl
message. The alternative_transfer_characteristics SEl message shall be inserted at each
RAP, and its parameter preferred_transfer_characteristics shall be set to the value 18.

- thechroma_loc_info_present_flag should be equal to 1, and if set, the
chroma_sample_loc_type_top_fieldand chroma_sample_loc_type_bottom_field
shall both be equal to 2.

A Receiver conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall be capable of decoding and
rendering according to any of the above configurations.

SEI messages for HDR metadata signalling may be used. The requirements and recommendations for Bitstreams and
Receivers as documented in TS 26.116 [12], clause 4.5.5.7 also apply for the 3GPP VR Main 8K H.265/HEVC
Operation Point.

51.7.6 Frame rates

A Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall have one of the following frame
rates: 24; 25; 30; 24/1001; 30/1001; 50; 60; 60/1001; 90; 100; 120; 120/1001 Hz.

Selected combinations of frame rates with other source parameters are provided in Annex A.2.2.2a.
In the VUI, the timing information may be present:

- If the timing information is present, i.e. the value of vui_timing_info_present_flag issetto 1, then
the values of vui_num_units_in_tick and vui_time_scale shall be set according to the frame rates
allowed in this clause. The timing information present in the video Bitstream should be consistent with the
timing information signalled at the system level.

- The frame rate shall not change between two RAPs. Fixed_frame_rate_flag value, if present, shall be set
to 1.

There are no requirements on output timing conformance for H.265/HEVC decoding (Annex C of [6]). The
Hypothetical Reference Decoder (HRD) parameters, if present, should be ignored by the Receiver.

A Receiver conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall be capable of decoding and
rendering Bitstreams that use frame rates according to the bitstream requirements documented above.

5.1.7.7 Random access point

The same requirements as those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.7 apply.

5.1.7.8 Video and Sequence Parameter Sets

Receivers conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall satisfy the same requirements as
those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.8.

5.1.7.9 Video usability information

The same requirements as those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.9 apply.

5.1.7.10 Omni-directional Projection Formats

Bitstreams conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall satisfy the same requirements as
those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.10.
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5.1.7.11 Restricted Coverage
The same requirements as those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.11 apply.

However, the region-wise packing SEI message (payloadType equal to 155) shall only be used for restricted coverage
signalling (in contrast to 3GPP VR Main H.265/HEVC Operation Point, where region-wise packing SEI message is
used for signalling both restricted coverage and viewport-optimized content).

When the video does not cover the entire sphere, for each picture, there shall be a region-wise packing SEI message
present in the bitstream that applies to the picture. Furthermore, the following restrictions apply:

- num_packed_regions shall be setto 1.

- rwp_guard_band_flag[0] shall be equal to 0.

- rwp_transform_type[0] shall be equal to 0.

- The value of packed_region_width[0] shall be equal to proj_region_width[0].

- The value of packed_region_height[0] shall be equal to proj_region_height[0].

5.1.7.12 Frame packing arrangement

Bitstreams and receivers conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall satisfy the same
requirements as those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.13.

5.1.7.13 Other VR Metadata
For a Bitstream conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point:

- the equirectangular projection SEI message (pay loadType equal to 150) with erp_guard_band_flag not
set to 0 shall not be present,

- the sphere rotation SEI message (pay loadType equal to 154) shall not be present.

- the region-wise packing SEI message (pay loadType equal to 155) not conforming to the restrictions stated in
clause 5.1.7.11 shall not be present.

5.1.7.14 Receiver Compatibility

Receivers conforming to the 3GPP VR Main 8K H.265/HEVC Operation Point shall satisfy the same requirements as
those defined for 3GPP VR Main H.265/HEVC Operation Point in clause 5.1.5.15.

5.2 Video Media Profiles

5.2.1 Introduction and Overview
This clause defines the media profiles for video. Media profiles include specification on the following:
- Elementary stream constraints based on the video operation points defined in clause 5.1.

- File format encapsulation constraints and signalling including capability signalling. The defines to a 3GPP VR
Track as defined above.

- DASH Adaptation Set constraints and signalling including capability signalling. This defines a DASH content
format profile.

Table 5.2-1 provides an overview of the Media Profiles in defined in the remainder of clause 5.3.2.
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Table 5.2-1 Video Media Profiles

Media Profile Operation Point Sample Entry DASH Integration
Basic Video Basic H.264/AVC resv Single Adaptation Set
avcl Single Representation streaming
Main Video Main H.265/HEVC or resv Single or Multiple independent Adaptation Sets
Main 8K hvcl offered
H.265/HEVC Single Representation streaming
Advanced Video | Flexible H.265/HEVC resv Single or Multiple dependent Adaptation Sets offered
hvcl, hvc2 Single or Multiple representation streaming

NOTE: Advanced Video Profile Receivers are expected to playback content conforming to the Main Video
Media Profile.

522 Basic Video Media Profile

5221 Overview

The Basic Video Media Profile permits to download and stream elementary streams for VR content generated according
to the H.264/AVC Basic Operation Point as defined in clause 5.1.4. This enables reuse of the avcl sample entry as for
example also used in the TV Video Profiles in TS 26.116 [12]. It also permits to reuse streaming the VR video content
in an adaptive manner by offering multiple switchable Representations in a single Adaptation Set in a DASH MPD.

For content generation guidelines for this media profile refer to Annex A.2.3.

5.2.2.2 File Format Signaling and Encapsulation

3GP VR Tracks conforming to this media profile used in the context of the specification shall conform to 1ISO BMFF
[17] with the following further requirements:

- The bitstream included on the track shall comply to the Bitstream requirements and recommendations for the
Basic H.264/AVC Operation Point as defined in clause 5.1.4.

- The sample entry type of each sample entry of the track shall be equal to "resv®.

- The scheme_type value of SchemeTypeBox in the RestrictedScheme InfoBox shall be "podv*®,
and all instances of CompatibleSche